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Chapter 1
INTRODUCTION

In a non-uniform flow system, such as the Colorado River, it is important to un-
derstand the natural variability of the bottom roughness. Knowledge of the scale of
roughness and how it changes from one location to another is extremely important
when determining the distribution of velocity and suspended sediment. Accurate
specification of the roughness parameter is critical in mathematical modeling stud-
ies because inaccuracy in this parameter causes error in both water and suspended
sediment discharge calculations. The current study was motivated by the need to
produce accurate boundary conditions for velocity and suspended sediment concen-
tration under a wide range of flow conditions as input for sophisticated mathematical
flow models.

The annual sediment load in the Grand Canyon Reach of the Colorado River
has been reduced by 80 % since closure of the Glen Canyon Dam (Andrews, 1990
[1]), which is located downstream from the historically most important sediment
contributing tributaries to the Colorado River. Concern has arisen that the mode
of operation of the Glen Canyon Dam is adversely affecting sand deposits along the
river. These deposits provide an important natural habitat for plants and animals
and are used extensively as campsites by river-rafters. A map of the region is shown
in Figure 1.1. To assess the relationship between discharge at the Glen Canyon Dam
and downstream sediment deposits, flow and sediment transport in the Colorado
River are currently being studied, and an important part of the study is development
of accurate flow and sediment transport models (Smith and Wiele, 1992 [21]).

Previous studies of the Colorado River in the Grand Canyon Reach have dealt
primarily with the general geomorphology of the fluvial system (Howard and Dolan,
1981 (7], Schmidt and Graf, 1990 [18] and Leopold, 1969 [8]), whereas very few detailed
quantitative investigations have been made of flow and sediment transport in the

river. For the purpose of producing accurate boundary conditions for mathematical
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Figure 1.1: Map of the Colorado River in the Grand Canyon National Park, after
Schmidt and Graf, 1990 [18]. ‘

models, a detailed survey of flow and sediment transport in the Colorado River was
carried out by the US Geological Survey at a site located in vicinity of the National
Canyon Gaging Station, 166.5 river miles from Lees Ferry, Arizona. The focus of the
study presented here is to characterize velocity and suspended sediment concentration
profile structure and bottom roughness, using measurements collected at the National

Canyon site.

Flow in the Grand Canyon stretch of the Colorado River is controlled by the Glen
Canyon Dam, because the tributaries to the Colorado River between the dam and
Lake Mead have discharges that are only a small fraction of the total discharge in
the main stem. Thus the river provides a laboratory-like setting in the sense that
discharge in the reach can be controlled at the dam. The measurements were made
at National Canyon during a period of controlled dam releases in July 1991, where
the flow fluctuated in diurnal cycles between a high discharge of 710 m3/sec and a

low discharge of 280 m®/sec.



Velocity and suspended sediment profiles were measured by the US Geological
Survey from a cableway suspended across the river. Each of theses variables were
measured at seven points in the vertical, at ten stations across the river and each
profile was replicated 8-9 times. The channel at the study site was sand bedded, so

bedforms were found in abundance on the channel bottom.

The analysis of the measured velocity and suspended sediment profiles presented
in this study has three components. First, the velocity measurements made at both
high and low discharge were analyzed to determine values of shear velocity and bottom
roughness pertaining to the exterior flow region. This approach was motivated in part
by the need to derive water surface slope (which was not measured) from the velocity
measurements. Second, the velocity profile was theoretically extrapolated to the
bottom through an interior flow region of strong wake influence, and a characteristic
shear velocity and a roughness parameter pertaining to the interior flow region was
determined. Third, the Rouse number characteristic of the concentration profile
measurements in the exterior low was found, and the velocity structure derived in
the first and second steps steps was used to extrapolate the concentration profile

through the interior flow region to the bedload layer.

The velocity measurements were made during two different discharges, and have
been analyzed statistically to determine empirical values of bedform roughness and
shear velocity of the flow. The analysis also permitted identification of a region
of uniform flow in the central portion of the channel. The statistical analysis was
performed by determining the best fit, in a least squares sense, of model velocity
profiles to the velocity measurements. A quasi-logarithmic model profile was chosen
for the analysis. This model profile describes velocity as increasing with the logarithm
of the depth in the bottom 20 % of the flow and with the square of the depth in
the remaining 80 %. The slope of the velocity profile is controlled by the shear
velocity, and the intercept with zero velocity defines the roughness parameter zor.
The measurement derived value of shear velocity was then used to determine channel

slope.

A flow over bedforms can be divided into two regions, an interior flow region and
an exterior flow region. The interior flow region includes the flow in the near boundary
region, where wake effects related to the presence of bedforms are strong. The interior

flow region is thin relative to the total depth of flow (approximately 5 % of the flow



depth at National Canyon), but the conditions in the wake region determine the
effective roughness for the exterior flow. The exterior flow region describes the region

where the flow is very nearly spatially uniform (Arya, 1975 [2]).

All velocity profile measurements were made in the exterior portion of the flow.
It was therefore necessary to describe the flow in the interior flow region using a
theoretical model, such as the one developed by Smith and McLean, 1977 [20] that
considers flow over bedforms in a spatially averaged sense. Smith and McLean ob-
tained good results by assuming that the velocity profile, averaged over the length of
a bedform, could be approximated as logarithmic in the interior flow with a profile
slope determined by the skin friction shear velocity, and a roughnéss associated with
a grain scale roughness parameter. Recent experiments performed by Wiberg and
Nelson, 1992 [23] suggested that the spatially averaged velocity profile of the interior
flow may not be logarithmic. However, these authors also found that, in the case
of asymmetric ripples such as the bedforms observed at National Canyon, the shear
velocity obtained by assuming a logarithmic interior flow structure led to a reasonable

estimate of the average boundary shear stress.

In the case of flow over bedforms, two scales of roughness can be identified. In
the near boundary region, the roughness scale is related to mean sediment size. This
roughness scale is referred to as the skin friction roughness, zor. Further away from
the boundary, the flow has adjusted to the bedforms and the roughness scale of the
outer flow is related to the ratio of height to length of the bedforms and the degree
of flow separation around them. This roughness scale is referred to as the bedform
roughness or the total roughness, zor. The roughness parameter derived from analysis
of the velocity measurements corresponds to the bedform roughness, zor, since the
velocity measurements were all made in the exterior flow. The bedform roughness
is typically orders of magnitude greater than the skin friction roughness but much
less than the bedform height. The measurement derived value of zor allows one to
determine values of the parameters that scale the roughness of the exterior flow, and

to evaluate how these parameters vary with change of velocity.

Sediment transport in the Colorado River is dominated by suspended load trans-
port. Locally derived sand sized sediment is transported at discharges above approx-
imately 320 m3/s. The sand is locally eroded and re-deposited with fluctuations in

discharge, and these variations are instrumental in modifying the local channel envi-



ronment. During tributary floods, large amounts of silt are typically introduced into
the river. The settling velocity of silt is low, so the sediment remains in suspension,

and is transported over great distances as washload.

While suspended sediment concentration profiles were measured in the exterior
portion of the flow during high and low discharges only the high discharge samples
contained sufficient sediment for laboratory analysis. The high discharge concentra-
tion profiles were also analyzed statistically to determine empirical values of Rouse
numbers and concentration of sediment at the top of the bedload layer. The statis-
tical analysis of the concentration profile measurements is analogous to the analysis
of the velocity profile measurements. The model concentration profile used for the
analysis also has a two part structure, and the slope of the profile is controlled by the

Rouse number.

Once a best fit model profile had been identified, the profile was extrapolated to
the top of the bedload layer, using the shear velocity of the interior flow obtained
from the velocity profile analysis. The extrapolation provided an empirical value of
concentration at the top of the bedload layer. From this empirical concentration, a
value of the coefficient v was derived. It was found to be of the order of magnitude
expected of this parameter (1073) (Smith and McLean, 1977‘[20] and Wiberg, Pers.
Comm.). The analysis of both the velocity and sediment profiles indicates that the
structures of the selected model velocity and concentration profiles are in good agree-
ment with the structures of the respective measured profiles in the central portion
of the river. Consequently, the high discharge measurement derived values of shear
velocity and Rouse number were combined to calculate a settling velocity. The grain
size that corresponds to this settling velocity, i.e. D=0.015 e¢m, is in good agreement

with grain sizes estimated from grain size analysis of the suspended sediment samples.

The measured concentration profiles display a structure that corresponds well to
the structure expected if the sediment in suspension consists of only one grain size.
However, grain size analyses of the suspended sediment samples indicated that the

sediment in suspension was in fact represented by a distribution of grain sizes.

The concentration profiles corresponding to three different likely sediment dis-
tributions were calculated, and it was found that in all three cases the volume of
sediment in suspension was greatly over-predicted relative to the measured volume

of suspended sediment. The over-predicted sediment volume was explained by lim-



ited availability of the fine grain sizes in the bed. Concentration profiles that match
the measured profiles were constructed for each of the three distributions of bottom
sediment by segmenting each distribution into seven size classes and then limiting
the availability of the finest size classes. The over-predicted volume of sediment 1n
suspension may also be an artifact of considering a sediment distribution that is too
broad, but due to uncertainties in the grain size analysis a more precise determination

of sediment size distribution is not possible.



Chapter 2
THE NATIONAL CANYON FIELD STUDY

The site just upstream of the National Canyon gaging station was selected as
a primary study reach because the river at this location is uncomplicated. The
uncomplicated nature of the river at National Canyon was thought to provide a
manageable environment for a field study and to increase the likelihood of collecting
a data set that could be interpreted in a relatively straight forward manner. The
cableway at National Canyon is located approximately 500 meters upstream from a
minor rapid, and the surveyed reach extends approximately 1500 meters upstream
from the cableway. In this reach, the river has limited curvature and in-channel bars
do not exist. The reach in vicinity of the cableway is illustrated in Figure 2.1.

The nature of large rivers complicates field surveys considerably. The Colorado
River at National Canyon is 80 meters wide, 8 meters deep and has a surface velocity
of 2 meters per second at a discharge of 710 m3/sec, which was the peak discharge
during research flow G in July 1991. The National Canyon Gaging Station can only
be reached by a three day float trip from Lees Ferry, which severely complicates the
logistics of field work at that site. The data collection at National Canyon took place
during 9 months of controlled dam releases in the period from December 1990 through
August 1991, but in this document, only the measurements made during research flow

G are presented.

2.1 The Research Flows

Flow in the Colorado river below Glen Canyon Dam can be effectively controlled by
the amount of water released from the dam, since the tributaries contribute only a
small fraction of the total discharge of the river. The research flow release schedule
included both fluctuating flows with a specified fixed amplitudes and extended periods
of constant discharge. Six, eleven-day study periods were reserved for studies of water
released in diurnal cycles. To provide a wide range of conditions, the low and high

amplitudes of the released discharge were varied between each study period. In



Figure 2.1: The National Canyon Study Reach. The photo is taken from a platform
where the cable is anchored on the left bank. The view is approximately 1000 meters

upstream.

addition two, eleven-day study periods of constant discharge were monitored. Each
study period was followed by a 3-day period of constant low discharge (140 m3/sec).
The downstream travel time to Lake Mead of the wave relcased at Glen Canyon Dam
is approximately three days, depending on the peak discharge. The 3-day period of
constant low discharge served to define an end to the research flow period, that would
be observed in the research flow record, prior to resuming normal dam operation or

beginning a new research flow period.

The National Canyon studies were conducted between December 1990 and July
1991, as described in Table 2.1. Rescarch flows A, B, and C were used for preliminary

studies to establish sampling schemes used during rescarch flows D, E, F, and G.



Start Date | End Date | High Discharge | Low Discharge | Research Flow
m3/sec m?3[sec
(cfs) (cfs)
Dec. 17 Dec. 27 311 Steady Flow A
1990 1990 (11,000)
Dec. 31 Jan. 10 566 283 B
1990 1991 (20,000) (10,000)
Jan. 28 Feb. 7 425 142 C
1991 1991 (15,000) (5,000) _
May 6 May 16 736 85 D
1991 1991 (26,000) (3,000)
May 20 May 30 425 Steady Flow E
1991 1991 (15,000)
July 1 July 11 920 85 F
1991 1991 (32,500) (3,000)
July 15 July 25 708 283 G
1991 1991 (25,000) (10,000)

Table 2.1: Research flow schedule from December 1990 to July 1991.

The data collection process described herein is the process that was used during
the ﬁuctiuating flow period between July 15 and July 26, 1991, research flow G. All
measurements were made using standard USGS techniques (Marchand et. al., 1984
[9] and Interagency Committee on Water Resources, 1963 [14]) and were made in

English units. The measurements have since all been converted to metric units.

2.2 Measurements Made During the Study Period in July, 1991

The National Canyon Gaging Station is equipped with a pressure gage that perma-
nently records the water surface elevation (stage) every 15 minutes and a Manning
sampler that automatically collects water samples. At many USGS gaging stations,
measurements of discharge of water and suspended sediment are made on a daily
basis. These measurements, however, require an operator and due to the remote

location of the National Canyon site, it is not feasible to collect these properties on
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a regular basis. During the National Canyon studies, a permanent camp was estab-
lished at the gage. The camp was equipped with a small fuel driven generator that
produced sufficient electricity for the few electrical instruments, a portable computer
to record data as it was collected and a scale for weighing the suspended sediment
samples.

A grid of 20 cross-sections was established upstream from the cableway, and in the
vicinity of the cableway these cross-sections were tied together with 5 longitudinal
passes made near the center of the channel (see Figure 2.38). In Figure 2.4 the grid of
cross-sections is shown. In Figure 2.4, the curvature of the reach appears greater than
it actually is, due to different scales of the = and y axes on the diagram. The study
reach begins at the cableway and extends approximately 1500 meters upstream.

During research flow G the flow fluctuated in diurnal cycles between a low dis-
charge of 280 m3/sec and a high discharge of 710 m3/sec. Suspended sediment and
velocity profiles were measured from a cableway suspended across the river at the
National Canyon gaging station during peak and trough discharge. The cableway
was equipped with two cablecars and a smaller cable with stay lines to stabilize the
instruments in the flow. Sampling from the cableway is illustrated in Figure 2.2.

Eleven permanent measuring positions were established across the river, as shown
in Figure 2.5. The position of each station was marked on the cable. Each cablecar
had a brake to secure the vehicle at one of the permanent positions on the cable while
measuring at that location and a machine driven winch to hoist the instruments. The
instruments were attached to a steel wire. Each time a series of measurements was
made from a new position on the cableway, the length of the wire between the winch
and the surface of the river was registered with a precision of 2.5 cm, to provide
a reference for the following measurements. A series of measurements was started
from each bank and the cablecars would meet at the center of the river. All cablecar
measurements were made by professional hydro-technicians with experience in using

the sampling techniques.

2.3 Velocity Measurements

Velocity measurements were made from the cableway, using a Price AA current me-
ter with open cups attached to a fish shaped 25 kg weight. The weight was tethered

to a line parallel to the cableway, to secure its position during measurements. For
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Figure 2.2: Suspended scdiment sampling from the cableway. The view is approxi-

mately 800 meters downstream.

each rotation of the current meter a click was registered, and the meter was held at
each position in the vertical for approximately one minute. Number of revolutions
per unit time is related to velocity through the current meter conversion table. Each
measurement period lasted for approximately 60 seconds, providing 80 to 150 revo-
lutions. The clicks were counted by the operator. Velocity was measured twice daily,
during peak flow at seven points in the vertical and during the trough, at six points
in the vertical, and at 11 stations across the river. The vertical distances between
measurements were spaccd closer towards the bottom of the river. The velocity mea-
surements made at both high and low discharge are plotted as a function of height
above the bottom, and are shown in Figures 2.6 to 2.16. The difference in water

surface elevation between high and low discharge is approximately 1.6 meters. Each
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plotted point represents a velocity measurement at a specific elevation above the bed.
The curve through the data is the average of all velocity measurements made at a
specific elevation above the bed, at that station.

One cross-section of velocity measurements was completed in approximately 1.5
hours at lower stage, with a change in surface elevation of 20 cm or 4 % of the total
depth and in approximately 2 hours during upper stage with an elevation change of
25 cm, equivalent to 3 % of the total depth. The difference in total sampling time
is due to more samples being collected during the peak discharge. The variations in
stage during the measurements were too small to be considered. An average depth
during the measurement period was calculated instead for each station across the
river. As seen in Figures 2.6 through 2.16, the measured velocity profiles display a
significant amount of scatter. Small variations in velocity due to depth changes are
clearly not resolved in the data-set.

The variability that is observed in the data set is primarily due to turbulent
fluctuations of a larger scale than the sampling time. The data set would display less
scatter if the sampling time had been longer. Ideally measurements should have been
made for 3 or 4 minutes, but under such circumstances it would take almost a day
to make one set of velocity measurements. The average profiles, particularly towards

the center of the channel, are close to logarithmic in structure.

2.4 Suspended Sediment Measurements and Analysis of Samples

Point measurements of suspended sediment were made using a P-61 milk bottle sus-
pended sediment sampler. A drawing illustrating the instrument is shown in Figure
2.17. Inside a 45.4 kg cast bronze fish-shaped weight is a bottle that holds one liter of
water and sediment. The weight is spherical pointing against the current and a noz-
zle with an 4.8 mm opening is attached. An electrical device in the cablecar permits
the operator to open and close the valve controlling inflow through the nozzle. The
instrument is designed with a pressure-equalizing chamber that permits the pressure
inside the instrument to adjust to the pressure in the surrounding flow between mea-
surements, allowing the water to flow through the nozzle with undisturbed velocity.
When the intake valve is closed, the bottle is connected to the pressure-equalizing
chamber, and the pressure in the bottle adjusts to that in the pressure-equalizing

chamber which is the same as that in the surrounding flow. When the intake valve is
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opened, the bottle is switched to a connection with an exhaust opening in order to let
air out of the bottle as water comes in. (Interagency Committee On Water Resources,
1963 [14]) The bottle was replaced between each point measurement. Concentration
of suspended sediment was measured at seven points in the vertical at 11 stations
across the river, twice daily, which came to a total of 1276 samples during trip G. A
substantial part of the field work consisted of taring bottles and weighing, labeling

and packing the suspended sediment samples.

Analysis of the suspended sediment samples was carried out at the US Geological
Survey sediment laboratory facilities in Vancouver, Washington. The sediment dis-
tribution in each sample was determined using a VA-tube. For this analysis a 120 cm
glass tube filled with water is utilized. Prior to the analysis, the sediment was sieved
to separate the silt fraction (sizes smaller than 0.0625 mm) from the sand fraction
(sizes greater than 0.0625 mm) and the water temperature was measured to enable
determination of the water viscosity. The sand fraction was introduced at the surface
of a water column and had to settle 120 cm. The material settles at a velocity that is
approximately proportional to particle size, where coarse material settles the fastest.
The height of the settled sediment column was measured at time intervals, corre-
sponding to the time it takes for sediment of a given size to settle 120 em. The tube
is connected to a device that recorded the column height automatically as a function
of time. An example of a chart generated during the analysis is shown in Figure
2.18. When sediment of 0.0625 mm has settled, the height of the sediment column is
measured. This height is equivalent to the weight of the sand fraction. To determine
the fraction of size 0.0625 mm and smaller in the sediment distribution, the ratio of
the weight of sand to the total weight of silt and sand is found and subtracted from
1 (Dan Gooding, USGS, Vancouver, Washington, Pers. Comm.).

The VA-tube analysis provides information on 3 points in the sediment grain-size
distribution, the fractions finer than 0.25 mm, 0.125 mm, and 0.062 mm. Sediment
sizes typically follow a lognormal distribution. It has been chosen to estimate the
distribution of sediment at 3 levels in the vertical, 15 cm above the bed, 183 c¢m above
the bed, and 60 cm below the surface. Based on data from the VA-tube analysis of
samples taken at these 3 levels, a lognormal distribution function has been estimated
at each level, Figures 2.19 to 2.21. The function is an estimate rather than an actual

fit, which was considered appropriate due to the large scatter in the data which is
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related to small sample size.

In a VA-tube grain size analysis, grain size is inferred from settling velocity of
sediment, and sediment settling velocity must be known accurately in order to have
confidence in the analysis. However, the result of the analysis is dependent on the
specific method used to determine settling velocity of a grain size and the settling
velocity of a grain may vary depending on whether the grain is settling close to the
walls or in the center of the VA-tube. Furthermore the sample size used for the
analysis is generally very small (less than a gram of sediment) which increases the
uncertainty of the analysis. The errors associated with the VA-tube analysis tends

to broaden a narrow grain size distribution (J. Dungan Smith, Pers. Comm.).

Based on the sieve analysis the percentage of material finer than 0.062 mm in the
sediment sample is known. This fine material moves as wash load. The concentration
of fine material has been extracted from the total concentration and is plotted as
concentration of silt on Figures 2.22 to 2.31. The remaining material is plotted as
concentration of sand on these figures. It is interesting to note that the concentration
of silt is uniform with depth as expected for wash load. During the study period, a
small flood occurred in one of the upstream tributaries. The flood introduced a large
amount of silt in the river which is seen in the data set as one day with significantly
higher concentration of silt, whereas no significant change in sand concentration can

be detected for that same day.

Whilé sampling with a P-61 milk bottle sampler, the nozzle of the instrument must
point directly into the flow. In large rivers three-dimensional flow features as boils or
circulation eddies are relatively common and the flow direction can differ substantially
from the main direction of flow when these features occur. The measuring technique
was not set up in a manner that allowed determination of the main direction of flow
and positioning the instrument accordingly, partly because this is not feasible from a

cablecar far above the river.

Suspended sediment is related to the turbulent structure of the flow and as in the
case of the velocity measurements, the turbulent time scale may not be resolved over
the sampling period. The bottle inside the sampler holds one liter and is filled in less
than a minute. In a sample with large concentration of sediment, about 0.5 gram of
sediment is collected. A larger sample would increase the probability of collecting a

statistically representative sample.
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The sampling method assumes that sediment in suspension moves with the same
velocity as the surrounding flow. The sample will be skewed if sediment moves with
a higher or lower velocity, where a higher sediment velocity would result in a sample

with a higher concentration.

2.5 National Canyon Bathymetry

A grid of 20 cross-sections in a 1460 meter reach was established upstream from the
cableway. The first 180 meters above the cableway were surveyed in great detail.
Cross-sections were measured every 60 meters and were tied together with longitudi-
nal bottom surveys (Figure 2.38). From 180 meters to 850 meters upstream from the
cableway, cross-sections were measured every 60 meters and above 850 meters and
below 1460 meters, cross-sections were measured every 120 meters. The locations of
cross-sections are shown in Figure 2.4.

The cross-sections were surveyed using an echo-sounding instrument placed on a
raft. The output of the instrument is a strip chart, displaying the measured bottom
topography as a function of time. To determine the shape of each cross-section, 10
passes were made across the river. A tag line was tied across the river between the
two end points defining the cross-section, and 10 passes were made along the tag line.
The tag line was marked in 10 feet increments and each time an increment was passed
the chart was marked. An example of an echo-sounding chart is shown in Figure 2.32

The écho-sounding records were digitized manually using an electronic digitizing
table connected to a main-frame computer system. The data were entered as distance
from a defined origin in the direction of the y — azis, and as distance above a datum
in the direction of the z — azis. Approximately one point per 0.5 mm of echo-
sounding chart was registered. For each recorded pass across the river, two files
were recorded, one file that included the digitized trace of the pass and another that
included the position of the 10 foot marks on the record. The digitized trace was
then scaled by the 10 foot increments, and a point every foot was extracted from
the record. Furthermore the passes were adjusted to variations in stage, so that the
cross-sections are all equivalent to a water surface elevation at stage 12.2 meters at
the cableway which corresponds to a discharge of 370 m3/sec. The cross-sections were
then tied together with the surveyed positions of the cross-sectional end-points, and

converted into a local, rectangular, metric coordinate system of the National Canyon
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area, where the z — azis is directed along the river, the y — azis is directed across
the river, and the z — azis is height above mean sea level (ASL). This coordinate
system is used in Figure 2.4 and Figure 2.37. The 10 scaled records for a cross-section
were then averaged to provide the final cross-sectional shape as displayed in Figures
2.33 to 2.36, demonstrating the channel structure in the vicinity of the cableway. In
addition to these four cross-sections the remaining 16 cross-sections were digitized
and analyzed in the manner described. The twenty cross-sections were combined to
produce a contour map of the channel bathymetry. The map is seen in Figure 2.37.

Longitudinal drifts were made between cross-section 600 and the cableway. During
the drifts, tag lines were tied across the river at cross-sections 200 and 400. When the
boat passed under a tag line, the chart was marked, and the cross-stream distance
from the LEW was noted on the chart. These records provided very good information
of the structure of the bottom. ‘The signal from the echo-sounder is of sufficient detail
to register the shape of bed forms on the river bed. An example of this is shown in
Figure 2.39. From these records it is also possible to distinguish occasional boulders
on the river bed from bedforms. Due to the difficulty of locating the same position
twice, longitudinal passes were not averaged if repeated over the same section of the
river. Passes were made at 10 meter intervals across the river to capture the variations
in bottom topography not otherwise resolved. In the vicinity of the cableway 8
longitudinal profiles were recorded at 5 locations, 3 of the passes were repeated twice.
A digitized example of a pass made at each of the five locations is shown in Figures
2.40 to 2.44.

The vertical scale of the strip chart is 1:100. The vertical digitizing accuracy of
the strip chart is one millimeter, which is equivalent 10 e¢m in nature. This digitiz-
ing accuracy is based on the ability of the operator to evaluate the precise position
of a point when the signal is fuzzy. The accuracy of the digitizing equipment is
greater. The purpose of defining each cross-section from 10 passes is to provide a
cross-sectional shape that is corrected for differences in boat position relative to bot-
tom features and stretching and shrinking errors due to short term variations in boat
speed. The longitudinal profiles are also subject to stretching and shrinking error
if the boat does not follow a straight line between two marked cross-sections. The

echo-sounding instrument distorts sharp edged features into rounded features.
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conditions every day, which at times meant sampling at night.
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Figure 2.4: Location of cross-sections in the National Canyon Reach. The cross-
sections are numbered corresponding to their distance in feet upstream from the
cableway. (e.g. cross-section 200 is located 200 feet upstream from the cableway).
On this figure, the curvature of the reach appears greater than it is in reality due
to different scales of the z and y — azes. A scaled topographic map of the reach is

presented in Figure 2.37.
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Figure 2.23: Suspended sediment concentration measurements at station 95.
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Figure 2.25: Suspended sediment concentration measurements at station 130.



32
800
700 HBt %, x _
* Concentration of sand sizes 4
— x Concentration of silt
g Average depth = 757 cm
E
E -
g
=
:’G‘- -
a
O N N .I L N N
0 0.2 0.4 0.6 0.8 1 1.2
Concentration [cm3/liter]
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Figure 2.27: Suspended sediment concentration measurements at station 160.
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Figure 2.28: Suspended sediment concentration measurements at station 175.
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Figure 2.29: Suspended sediment concentration measurements at station 190.
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Figure 2.31: Suspended sediment concentration measurements at station 225.
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Figure 2.32: Example of echo-sounding chart from cross-section 600. The irregular
structure at the left edge of water indicates that there are boulders present near
the bank. The right edge of water and the center of the channel show only gradual

variations, indicating a layer of sand on the bed and bank.
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Figure 2.33: Cross-section 0. The z — azis is distance in meters from the bank at
the left edge of water, and the distance does not correspond to the local coordinate
system of National Canyon. ASL refers to height above mean sea level. The discharge

at the cableway, at stage 12.2 meters is 370 m>/sec.
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Figure 2.34: Cross-section 200. The = — azis is distance in meters from the bank at
the left edge of water, and the distance does not correspond to the local coordinate
system of National Canyon. ASL refers to height above mean sea level. The discharge

at the cableway, at stage 12.2 meters is 370 ms/sec.
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Figure 2.35: Cross-section 400. The r — azis is distance in meters from the bank at
the left edge of water, and the distance does not correspond to the local coordinate
system of National Canyon. ASL refers to height above mean sea level. The discharge

at the cableway, at stage 12.2 meters is 370 m?/sec.
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Figure 2.36: Cross-section 600. The z — azis is distance in meters from the bank at
the left edge of water, and the distance does not correspond to the local coordinate
system of National Canyon. ASL refers to height above mean sea level. The discharge

at the cableway, at stage 12.2 meters is
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Figure 2.38: Location of longitudinal passes and stations on the cableway, relative to

cableway, cross-sections 200, 400, and 600. The solid line indicates the approximate

location of the banks.
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Figure 2.39: Example of a longitudinal echo-sounding record. This record is equiv-
alent to L3 on figure 2.38. Note the regular array of sharp crested, asymmetrial

bedforms.
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Figure 2.40: Pass L1 on figure 2.38. Water surface elevation is measured at the
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Figure 2.41: Pass L2 on figure 2.38. Water surface elevation is measured at the

cableway.
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Figure 2.43: Pass L4 on figure 2.38. Water surface elevation is measured at the

cableway.
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Chapter 3
VELOCITY PROFILE ANALYSIS

3.1 The Velocity Profile Model

The roughness and shear velocity of the exterior flow are derived from the velocity
profile measurements. These two parameters are determined by matching a quasi-
logarithmic velocity structure to the measured profiles to determine the best fit ve-
locity profile in a least squares sense. The shear velocity is used to determine channel
slope at National Canyon which was not measured accurately during the field survey,
and the measurement derived bedform roughness is compared to a calculated value

of this parameter.
In steady, uniform flow in a wide channel over a planar bed of well sorted sedi-

ment and small relative roughness, the stress acting on the boundary is given by the
component of the gravitational force of water in the direction of flo per unit area of

the bed and it is proportional to the depth-slope product:
7, = pghsin(a) = pghS (3.1)

In this expression p is fluid density, g is the gravitational acceleration, h is the flow
depth and « is the angle of the channel surface to horizontal. Since this angle normally
is small, sin(a) = tan(a) ~ a ~ S, where S is the water surface slope (Richards,
1982 [16]). _

Furthermore, fluid shear stress decreases linearly with height above the bottom in
steady uniform flow ( Fredsge, 1989 [6]). Stress is zero at the surface and is equivalent

to the boundary shear stress 7, at the bottom.
r(z) = (1 — z/h) (3.2)

It is reasonable to assume that the flow near National Canyon, at least in the central
segment of the river is uniform on large scale, since the river in this reach is relatively

straight. Though the discharge varies in time, the period of these fluctuations is long
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relative to the length of time it takes a parcel of water to pass through the study

reach, and the flow can be considered quasi-steady.
Downstream velocity u may be related to fluid stress through the constitutive
equation for turbulent flow (Fredsge, 1989 [6]). Fluid stress 77(z) is proportional to

. the turbulent eddy viscosity K(z), fluid density p, and velocity gradient:

mr(z) = pK(z)%Z- (3.3)

By combining equation 3.2 and 3.3 an expression for velocity gradient is obtained:

Ou _ ulr(l—2z/h)

8z~ K(2) (34)

Where uly = 2 defines the shear velocity.

It has been found that vertical velocity structure is well described when a two
part eddy viscosity structure is used, which is parabolic in the near boundary region
and constant in the upper 80 % of the flow (Rattray and Mitsuda 1974 [15]). The
structure is scaled by u., a non-dimensional depth parameter { = z/h, the coefficient

B = 6.24, and von Karmans constant « = 0.41.

i w.rkhé(l1 —€) if € <0.2
k&) = { azsh if€>0.2 (3:5)

Using the above choice of eddy viscosity, equation 3.4 can be integrated with respect
to £ = z/h to yield an expression for the vertical velocity structure. The bottom part
of equation 3.4 is integrated from &1 = zor/h to { = z/h, where zor is a bottom

roughness parameter. The upper part of equation 3.4 is integrated from & = 0.2 to

£ =z/h.

_[ = () He<d
({)—{ wr A6 —€2/2) - A6 - &/2) +1n (&)] €26 39

3.2 Statistical Analysis of Velocity Profiles

During the field study at National Canyon, velocity fluctuated slowly with time be-
tween high discharge at 710 m3/sec and low discharge 280 m®/sec. Velocity and

suspended sediment concentration profiles were surveyed at 10 stations across the
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river at both high and low discharge. However, the samples collected during the
lower discharge contained insufficient amounts of sediment for laboratory analysis.
Both the high and low flow velocity profiles have been analyzed in the same manner,
and the information gained from the low flow velocity profiles along with the high flow
suspended sediment profiles, provide a check on the results gained from the analysis

of the high flow velocity profiles.

The velocity measurements made at different stations across the river are ex-
pected to vary from station to station, since the influence of bank effects decreases
towards the center of the channel. Close to the banks, the flow is moderated by
lateral stresses, and non-uniform bank geometry generates complicated secondary
circulation patterns. In the central segment of the river, where bank effects become
negligible, the flow conditions are expected to be approximately steady, uniform and
two-dimensional. It is assumed here that velocity is adequately modeled using a two-
part eddy viscosity, and that the corresponding velocity profile provides an adequate
description of the flow in the central segment of the river. Since the majority of the
velocity measurements were made in the exterior portion of the flow, only the bottom
roughness parameter, zor and shear velocity, u.r, of the outer flow region are resolved

by the measurements.

In order to find the parameters in equation 3.6 that best match the velocity
measurements, an iterative scheme was used to determine zor and u.r. For specified
values of zor and u.r, velocity is calculated according to equation 3.6 at a levels §
that correspond to the same levels of the flow at which measurements were made.
The variance of the measurements around the calculated values of velocity is found.
The calculation is repeated using a constant value of zor but changing values of u.r
that produce an increasingly smaller variance, until the value of u.r that produces
the smallest variance for a given value of zor has been found. The calculation is
then repeated for a number of values of zor until a minimum variance, o2, has been
obtained. This method is in essence a least squares fit of the quasi-logarithmic velocity
structure to the data set. It is important to note that the variance, o2, of interest here
is always the variance of measured values around a specified profile, not the variance
at one particular level in the flow. The symbol o, refers to the standard deviation of

the measurements made at one station (e.g. station 95) around a specified curve.

To get an idea of the extent to which the flow is uniform across the channel,
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the mean profile at each station has been determined. First the mean profile was
calculated by averaging the velocity measurements made at each level. The mean
profiles provide a good picture of the flow structure at each station. Second the
best fit velocity profile was found for the measurements using the iterative approach
described above. The mean velocity profile is plotted as the dash-dotted line and
the best fit profile to the measurements is plotted as the dotted line on Figures 3.1
to 3.10 for the high discharge, and on Figures 3.11 to 3.20 for the low discharge
measurements. The dash-dotted line shown on these Figures is equivalent to the
solid line on Figures 2.7 to 2.16. At both high and low discharge, the structure of the
average profile, at stations 95 through 190, resembles the structure of the selected
model velocity profile described previously (Figures 3.2 through 3.8 and 3.12 through
3.18). Close to the left and right banks (station 75, and stations 210 and 225) the flow
structure deviates substantially from the structure observed in the central portion of
the river (Figures 3.1, 3.9, and 3.10 for the high discharge measurements and Figures
3.11, 3.19, and 3.20 for the low discharge measurements). Figures 3.1 to 3.20 are

found at the end of this section.

The results of the least-squares fits are listed in Table 3.1. The smallest vari-
ance is expected for profiles where the flow conditions approximate steady, uniform,
two-dimensional flow, and in this region the result of the analysis is also expected to
provide similar values of zo7, and u.r. Due to large scatter in the velocity measure-
ments, variation of the parameters zor and u.r, that characterizes the best fit profiles
at each station, is expected. In the region where the flow is not steady and uniform,
the imposed velocity profile produces a poor fit, and consequently, the variance of the
data around the profile is large. Based on the variance, ¢2, indicated in Table 3.1,
it is seen that during high discharge, profiles 95 to 190 match the imposed velocity
structure well. During low discharge, there is small variability around the model

profile of the measurements made from stations 95 to stations 210.

Based on this calculation, it was observed that the measured profiles that matched
the quasi-logarithmic velocity structure had similar values of u.r, and values of zor

that are within the same order of magnitude.

Since variations in cross-channel depth are small, and surface slope is constant,
little variation in the values found for u.r is expected. It is likely that differences in

bottom topography across the river produce variations in bedform roughness, zor, but
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High Discharge Low Discharge
Station 20T ULT o? 20T UpT o?
cm | em/sec | em?/sec? | cm | em/sec | em?[sec’

75 0.001 4.0 148 0.01 3.0 181
95 0.44 9.2 105 0.61 7.6 88
110 0.14 8.4 93 0.34 6.9 60
130 0.27 9.6 101 0.57 7.8 o1
145 0.14 9.0 64 0.73 8.3 104
160 0.29 9.9 112 0.34 7.3 103
175 0.13 8.8 95 0.30 7.3 92
190 0.25 9.3 126 0.08 6.0 69
210 0.43 8.6 374 0.51 6.9 100
225 1.70 8.5 496 1.25 6.0 218
Lumped Data Set | 0.18 9.1 120 0.37 7.3 95

Table 3.1: Characteristics of the imposed velocity profile that produces the smallest
variance, 02. Mean depth during high flow is 740 cm and mean depth during low

flow is 570 cm.

these variations are also likely to be small relative to the resolution of the measured
profiles. Constant values of shear velocity and bottom roughness parameter imply
that it is likely that uniform flow conditions existed in the central portion of the flow,
and thus one velocity profile exists that describes the flow in the central segment of
the river.

Consequently, to enable evaluation of the bulk properties of the flow, the velocity
profiles that displayed similar structure were lumped into a single data set, represent-
ing the flow conditions in the central part of the river. The lumped data set for high
flow consists of velocity measurements made at the six stations 110, 130, 145, 160,
175, and 190. For low flow the measurements made at the seven stations 95, 110,
130, 145, 160, 175, and 190 were lumped into one data set.

In the iterative manner described previously the statistically best fit profile was
found to the lumped data sets. This profile is shown as a solid line on all velocity
profile plots, at high discharge, Figures 3.1 to 3.10 and at low discharge, Figures
3.11 through 3.20, and the curve is the same for all profiles across the river. To
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determine whether the best fit profile to the lumped data set actually matches the
velocity profile measured at a given station, this profile is compared to the measured
profiles at individual stations, by computing the variance ol between the imposed
profile and the measurements. The symbol o, refers to the standard deviation of
measurements made at a statioh (e.g. station 95) around a curve that corresponds to
the best fit curve to measurements made at several stations (e.g stations 110 through
190). If the profile that matches the lumped data set resembles the best fit at a
given station, the difference in variance between the two profiles will be small. The
statistical similarity of the two fits is tested using an F-test to test the difference in
variance. An F-test is used to compare the variances of two different samples. If
the variances compare within an upper and a lower limit, determined by the sample
size, the null-hypothesis, 02 = o} is true. The range between the upper and lower
limit decreases with sample size and with the degree of confidence wanted in the final
result. The variance of the measured velocity profiles are compared within a 98%
confidence interval. Since fewer measurements were made at low flow, the range is
slightly greater. If the null-hypothesis is true, the measurements of a specific profile
can be approximated by the best fit curve to the lumped data set. If it is false, the
measurements of velocity at a specific station do not match the best fit curve to the
lumped data set. If the null-hypothesis is true for all lumped measurements, it can
be concluded that one velocity profile exists that describes the flow in the central
segment of the river. The results of the F-test are listed in Tables 3.3 and 3.4. The
high diséharge value are listed in Table 3.3 and the low discharge values are found in

Table 3.4. The statistical method and limits of the F-test were obtained from Devore,
1987 [4].

In the analysis of the velocity profile structure, the quality of the velocity mea-
surements has not been evaluated. All measurements have been included. When
conducting a least squares fit on a large data set, singular outlying values do not
make a large difference in the actual position of the velocity profile. Due to the vari-
ability within the data set it is difficult to assess which measurements are subject to
error. It is not unlikely that error is attached to some data points, since the mea-
surements were made by an operator who counted the number of revolutions of the

current meter.

The resolution of the measurements at hand does not allow for anything but a



High Discharge Low Discharge
Station o? o} Z: ol of %%
em?/sec? | cm?/sec? em?/sec? | em?/sec?
75 148 1789 0.08 182 2002 0.09
95 105 491 0.21 88 115 0.76
110 93 173 0.54 60 77 0.78
130 101 108 0.94 51 55 0.92
145 64 73 0.88 105 116 0.90
160 112 140 0.80 103 108 0.95
175 95 107 0.89 92 106 0.87
190 126 136 0.93 69 97 0.71
210 374 1021 0.37 100 218 0.46
225 494 3856 0.13 218 1544 0.14
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Table 3.2: Variance of measured velocity profiles around two imposed velocity profiles,

where o2 represents the minimum variance, and o2, represents the variance of the

measured values around the best fit profile to the lumped data set.

qualitative interpretation of the near bank processes. During the National Canyon
survey, large eddies were observed in the vicinity of the banks, and it is likely that
such secondary circulation would alter the flow structure from the quasi-logarithmic
structure typical of steady, uniform flow. Furthermore the profiles at the right bank
stations 210 and 225 (Figures 3.9 and 3.10) have a convex structure, typical of flow
over beds of large scale roughness (Wiberg and Smith, 1991 [25]). The measured
profiles indicate that the bank effects extend further into the center of the channel
during high flow than during low flow. The convex structure observed at stations
210 and 225 is more distinct during high flow. At low flow, the velocity structure
at station 95 matches that of the stations in the central part of the river, whereas
at high discharge, the apparent roughness is significantly higher than the roughness

observed for the stations in the central part of the river.



Table 3.3: Testing the null-hypothesis, is the ratio of o2 to o within the limits of the

F-statistics.

Table 3.4: Testing the null-hypothesis, is the ratio of o2 to ¢ within the limits of the

F-statistics.

High Discharge

Station | Fp.99.62,62 2 Fo.0162,62 | null-hypothesis
75 0.54 0.08 1.84 False
95 0.54 0.21 1.84 False
110 0.54 0.54 1.84 True
130 0.54 0.94 1.84 True

145 0.54 0.88 1.84 True
160 0.54 0.80 1.84 True
175 0.54 0.89 1.84 True
190 0.54 0.93 1.84 True
210 0.54 0.37 1.84 False
225 0.54 0.13 1.84 False

Low Discharge

Station | Fp 994747 i Fo.01,47,47 | null-hypothesis
75 0.5 0.09 2.0 False
95 0.5 0.76 2.0 True
110 0.5 0.78 | 2.0 True
130 0.5 0.92 2.0 True
145 0.5 0.90 2.0 True
160 0.5 0.95 2.0 True
175 0.5 0.87 2.0 True
190° 0.5 0.71 2.0 True
210 0.5 0.46 2.0 False
225 0.5 0.14 2.0 False
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Figure 3.10: Velocity profile measured at station 225 during high discharge.
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Figure 3.14: Velocity profile measured at station 130 during low discharge.
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Figure 3.20: Velocity profile measured at station 225 during low discharge.
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3.3 Error bars on roughness parameter

The quality of the least squares fit is evaluated by determining the 95 % confidence
interval on the values of zor and u.7. The magnitude of the error bars is determined
from the bottom four measurements made in the logarithmic part of the flow. By
omitting the top three measurements, the calculated error bars are wider than would
be the case if these had been included, but a reasonable estimate of the goodness of fit
is still obtained. Since only the logarithmic portion of the velocity profile (the profile
structure in the lower 20% of the depth) is included, the confidence limits of the slope
k/u.r and intercept zor can be estimated from linear regression statistics ( Wilkinson,
1984 [26]). The values of x/u.r and zor obtained from the linear regression of the
measurements made at the bottom four measurements are higher than the values
obtained when a quasi-logarithmic profile was fitted to all measurements, but the
percent error can be converted into error bars on the values derived. Since zor is
much lower than the level at which the measurements were made, the confidence
limit of this parameter is quite wide. The regression coefficients are calculated, and

the error on the slope is calculated as
Su, = kém : (3.7)

Where m is the slope of the profile.

The error of zo (in log space) is calculated as:

rms

6ln(zo)=§$ X2+ 1n%(z0) (3.8)

The value of X, s = EnNzl In®(20)n/N where N is the number of measurements made
below 0.2h.

The results of the error analysis are listed in Table 3.5 and illustrated in Fig-
ure 3.21. It is seen that the log-linear regression fit obtained using the bottom four
low discharge measurements matches the best fit model profile better than the corre-
sponding high discharge fit, but that the relative magnitude of the error-bar of zor for
the low discharge measurements is almost twice the width of the error-bar of zor for
the high discharge measurements. The low discharge log-linear regression provides a
a closer fit to the model profile because measurements were made only at six levels as

opposed to at seven levels during high discharge, such that the parabolic portion of
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the velocity profile is not as well resolved for the low discharge measurements. The
error-bar on zor is wider for the low discharge fit because fewer measurements were
used to obtain this value (188 as opposed to 216 measurements for the high discharge
value). The result of the error analysis indicates that the statistical uncertainty of

u.r is 7-9 %, which converts into an uncertainty of 12-14 % for the boundary shear

stress 7.
Low Discharge
Bottom Four Measurements
UT Au.t Au.r | zor |In(zor) | Aln(zor) | A In(zor)
em/sec | em/sec | % cm %
7.4 0.68 9 0.34 | -1.08 -1.65 153
All Measurements
U.T | UsTmaz | UsTmin | 2o | In(207) | ZoTmaz 20T min
cm/sec | cm/sec | cm/sec | cm cm cm
7.3 7.9 6.6 0.37 | -0.99 1.7 0.081
High Discharge
Bottom Four Measurements
UaT Au.r | Au.r | zor | In(zor) | Aln(zor) | Aln(2o7)
cm/sec | ecm/sec % cm %
9.8 0.72 7 0.27 | -1.31 -1.07 82
All Measurements
Ul | UsTmaz | UeTmin | 20T | I0(207) | Z0oTmaz 20Tmin
cm/sec | cm/sec | cm[sec | cm cm cm
9.1 9.7 8.5 0.18 ] -1.71 0.73 0.096

Table 3.5: Results of error analysis. The percent error calculated using the mea-
surements made at the bottom four levels is converted to provide a minimum and a

maximum value of 4.7 and zor of the best fit to the lumped data set.
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3.4 Roughness at National Canyon

The Colorado River is a mixed sand and gravel system. In some reaches along the
river, gravel is the predominant bottom material. In other reaches sand covers the
bottom. This mixture of sand and gravel creates a channel environment that is
patchy with respect to distribution of sediment sizes and bottom conditions (Smith
and Wiele, 1992 [21]). The boundary shear stress responsible for moving sediment
may be derived from the flow conditions in the near boundary region, which differ
whether the reach of interest is predominantly a gravel reach, a mixed sand and
gravel reach, or a predominantly sand bedded reach (Wiberg and Smith, 1991 [25]
and Smith and McLean, 1977 [20]). While working in the reach at National Canyon a
qualitative impression of the bottom was developed. As described in section 2.5 the
reach was surveyed using an acoustic depth sounder. The output of the instrument
was a continuous strip chart, from which bedforms were observed in abundance in
vicinity of the cableway were observed. Since bed forms only develop on a bed
that is predominantly sand, it may be concluded that the bottom in vicinity of the
cableway was sand bedded. Bedforms were observed from the National Canyon rapid,
located approximately 500 meters downstream from the cableway to approximately
500 meters upstream of the cableway, indicating that in a 1000 meter reach the
bottom was covered with sand.

In sand bedded streams, bedforms develop in response to the flow when sand is put
into motion. Bedform height, H, and wavelength, A, are functions of the grain size
distribution of the bottom material, boundary shear stress, whether sand is moved as
bedload or suspended load, the availability of sand, and flow depth (Middleton and
Southard, 1984 [12]). The presence of bedforms modifies the flow in a manner that
gives rise to a high apparent roughness, zor, of the exterior flow which is one or more
orders of magnitude greater than the grain roughness and roughness related to the
moving bedload layer, but less than the bedform height (Smith and McLean, 1977
[20]).

In a river as deep as the Colorado (approximately 7 meters at high flow) it is not
feasible to make velocity measurements sufficiently close to the boundary to resolve
the structure of the velocity profile in the interior flow region. The bottommost mea-
surement was made as close to the bottom as possible, which was 15 ¢ above the bed.

Flow measurements closer to the boundary are important because the flow is modi-
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fied by the presence of bedforms, and the flow structure in vicinity of the boundary
differs from that of the exterior flow. The flow in the near boundary region consists
of complex interactions between turbulence, flow separation, wake formation, topo-
graphically induced accelerations, and internal boundary layer development ( Wiberg
and Nelson, 1992 [23]). It is currently not possible to model the flow structure in this
region in a manner that incorporates all these mechanisms since their interactions are
not well understood. However, Smith and McLean, 1977 [20] present a model that
considers the effect of bedforms on the flow in a relatively straight forward manner.
Their model accounts for the spatially averaged form drag over a bedform, and de-
scribes the flow in the near boundary region in a spatially averaged sense. The Smith
and McLean, 1977 model has been used to extrapolate the velocity profile of the ex-
terior flow to the bottom, through the region of interior flow and thus determining a
value of the skin friction shear stress responsible for moving sediment.

The flow may be divided into three regions: an internal boundary layer, a wake
region, and the exterior flow (Arya, 1975 [2]). In the Smith and McLean, 1977 [20]
model, the internal boundary layer and the wake region are considered the interior
flow region. In the interior flow region, flow is modified by the presence of bedforms,
and roughness is scaled by a characteristic grain diameter of the material moving in
the bedload. In the exterior layer, above the bedforms, the effect of flow separation
is insignificant, and the flow is controlled by the total stress (see equation 3.2). In
the exterior region, the flow has adjusted to a roughness scale that is a function of
bedform height and wave length.

The form drag is a force acting on a bedform as a result of flow separation and
wake formation on the lee side of the bedform. The separated flow produces a pres-
sure gradient over the bedform, and the resulting force acts on the length scale of
a bedform. The form drag is not available to accelerate flow or to move sediment
(McLean, 1990 [10]), and it is particularly important in the interior flow region where
the wake influence is strong.

The total stress acting in the downstream direction can be partitioned into two

components, form drag, 7p, and skin friction stress, 7r.
TT =Tp + TF (39)

The stress associated with form drag, 7p, is determined by considering the drag

force on a bedform relative to the area of the bed affected by that bedform. The drag
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force is related to the mean velocity of the undisturbed flow field (the velocity that
would be observed if bedforms were not present). The mean velocity ¥, is obtained
by integrating the velocity profile of the undisturbed flow field over the height of a

bedform. In addition, form drag is related to bed form length, and a drag coefficient

Cp. ,
D = ____pCD/\u A (3.10)
The magnitude of Cp is related to the degree of flow separation over the bedforms
which in return is a function of the shape of the bedform. In general, the stress
responsible for moving sediment is the stress at the bed. When bedforms are present,
the stress at the bed is the skin friction shear stress, 7r, which is equivalent to the
total stress corrected for form drag. The interior flow region is defined as a flow region
of strong wake influence, and the thickness is scaled by the extent of vertical wake
influence. The height of the wake region is scaled by the height of the bedforms H,
and as an approximation, the matching level between the interior and exterior layer
is set to the bedform height, H above the bottom.
Smith and McLean (1977 [20]), obtained good results by assuming that the spa-
tially averaged flow in the interior region could be described by a logarithmic velocity

profile:

U«F z

where u.r is the shear velocity associated with the skin friction shear stress and
zoF is the bottom roughness parameter, related to the grain scale roughness of the
boundary. Experiments have later indicated that the velocity structure even when
spatially averaged deviates somewhat from logarithmic ( Wiberg and Nelson, 1992
[23]).

In the case of flow over a plane bed and no bedload transport, the roughness
parameter zoF is specified according to the work of Nikuradse, 1933 [13]. When grains
are in motion it is necessary to determine the zor related to the size of grains moving
as bedload. As sediment rolls or saltates along the bed, collisions of moving grains
with sediment particles on the bed, extract momentum from the moving material.
Thus the sediment in the saltaion layer is transported at a lower velocity than the
surrounding fluid, a mechanism that is observed as a higher apparent roughness of
the bed Wiberg and Rubin, 1989 [24]. The thickness of the saltation layer is here
specified according to the results of Wiberg and Rubin, 1989 [24]. They found an
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empirical relationship between hopping height of sediment grains, &, a characteristic
grain size D, and transport stage T. = 7r/7.,, where 7., is the threshold shear stress
for sediment motion of a specific grain size, and it is specified according to Shields,

1936 [19];
ArT.

- 0+ 4L)
The constant A; = 0.68, and A, is a function of grain size D moving in the bedload
layer. In the Wiberg and Rubin, 1989 [24] formulation, the apparent roughness is a
fraction of the thickness of the saltation layer which was empirically determined as:

8, (3.12)

20F = 0.05651, (313)

The thickness of the saltation layer is related to the skin friction shear stress, and to
perform its calculation it is necessary to iterate. The calculation is generally stabilized
after two or three iterations.

The ratio of total shear velocity, u.r, to skin friction shear velocity u.r may be

obtained from equation 3.9 and by calculating the form drag according to equation

3.10: :
UaT CpH ( (zm ) )'-’
=T _ N m)-a 3.14
UF \/ t 2k2 )\ In 20F ( )

The mean velocity is found by integrating equation 3.11, from zor to zm over the

region of strong wake influence, where z, is matching height between interior and
exterior flow. For the purpose of these calculations, z, = H.

In equation 3.14 the drag coefficient Cp and the ratio of bedform height H to
wavelength )\, are critical parameters. In the case of flow over a plane bed, the region
of wake influence goes to zero; because H/A — 0 and Cp — 0, u.r — ..

By matching the interior region and the exterior flow at the height z,, above the
bed, the bedform roughness, zor, can be inferred from the ratio of total shear velocity

to skin friction shear velocity.
Zm

exp (32 1n (22))

In Figure 3.22, the velocity profile in the interior and exterior flow is described

(3.15)

20T =

schematically. In the exterior flow region, the two part velocity structure (equation
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Figure 3.22: Schematic velocity profile. In the exterior flow region, the two part

velocity structure (equation 3.6) is indicated, and in the interior flow region the flow

is described as logarithmic (equation 3.11).
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3.6) is indicated, and in the interior flow region the flow is described as logarithmic
(equation 3.11).

In a river with unlimited supply of sediment and bedload dominated transport
mode, bedforms are expected to develop fully to a height that corresponds to 20 %
of the flow depth (Middleton and Southard, 1984 [12]). The bedforms observed at
National Canyon were not of a height that corresponded to 20 % of the flow depth, but
were much smaller. The small bedforms are related to a limited supply of sediment
in the reach. The mixed sand and gravel system of the Colorado River does not allow

for formation of fully developed bedforms.

3.5 Determining the model parameters

To estimate the magnitude of the form drag correction in the near boundary region,
five parameters are needed. These are bedform height and wavelength, the drag
coefficient Cp, skin friction roughness which requires a characteristic grain size, and
the shear velocity of the exterior flow.

The ratio of height to wavelength for sand dunes is roughly 1/20. At lower bound-
ary shear stresses, smaller and steeper ripples with a height to length ratio of roughly
1/10 may develop (Middleton and Southard, 1984 [12]).

The bedform height and wavelength were obtained from echo-sounding records
collected at National Canyon during the study period. During the field study in July
1991, the flow fluctuated in diurnal cycles and suspended sediment transport was
only significant within the highest part of the discharge range.

The bedforms were surveyed during the rising limb and during peak discharge,
and it is likely that the surveyed bedforms represented characteristic bottom config-
urations during the high discharge velocity measurements. During lower discharges
bedforms were not surveyed but it was initially chosen to assume that the measured
dune geometry also was representative of the bottom configuration at low discharge
although the boundary shear stress was significantly smaller.

The bedforms have different heights, lengths, and shapes, and the values used
in the model calculation are average values of height and wave length. Significant
peak and trough values were selected, and the bedform height was determined as the
distance between peak and trough, and the corresponding length was determined as
the distance between two peaks. A characteristic bedform height was obtained by
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averaging all measured heights and a characteristic length was obtained by averaging

all bedform lengths.

Bedform Height | Bedform Length

cm cm

27 587

Table 3.6: Mean values of bedform height and wavelength.

The drag coefficient Cp is related the degree of flow separation that occurs over
a bedform and thus scales the magnitude of the form drag. The value ranges around
0.2 for sharp crested bedforms and around 0.8 for well rounded features (Smith and
McLean, 1977 [20]). The drag coefficient depends on the degree of flow separation
around a bedform. Well rounded bedforms induce less separation of flow and hence
the drag force acting on the bedform is greater which is reflected in the higher drag
coefficient. The echo-sounding records indicated that the bedforms were typically
sharp crested, and Cp = 0.2 was used in the calculations.

The skin friction roughness is a function of sediment sizes moving in the bedload
layer. As the finer fraction of the total grain size distribution is suspended into the
water column, the mean grain size of the bedload layer becomes coarser. Thus the
characteristic grain size of the bedload layer is smaller at a discharge where the sus-
pended sediment concentrations are minimal than at discharges where the suspended
sediment concentrations are significant. It is required that bottom samples are made
at flow stages that correspond to the discharge when velocity profiles were measured,
to obtain an accurate sample of the bottom material. However, the difference in
mean grain size is likely to be small, and since the calculations are not sensitive to
this parameter, the mean grain size of sediment in the bedload layer is assumed to
be the same during high and low discharge. Once again the nature of large rivers
greatly complicates this task and it was not possible to obtain samples of the bottom
material at a depth of 7 meters. Based on the size analysis of material caught in the
suspended sediment sampler a characteristic size of the bedmaterial was estimated
D = 0.02cm. This grain size is also in accordance with the median grain size found
in sediment deposits in low gradient reaches by Howard and Dolan, 1981 [7]-

The shear velocity of the exterior flow obtained from the velocity profile analysis

was used to calculate the total shear stress, 7r. Then the channel slope, which was
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not surveyed, was calculated using this value of 77 in conjunction with equation 3.1.

3.6 Summary of Results

From the analysis described previously, the following results are derived:

High Discharge
20T UT Slope 20F UuF
cm | ecm/sec ecm | em/sec
Measurement | 0.18 9.1 0.000114 - -
derived values
Calculated | 0.12 - 0.000114 | 0.0020 5.2

Table 3.7: Summary of results of velocity profile analysis of measurements made at

high discharge, h = 740 cm.

Low Discharge
20T UeT Slope 20F U
cm | em/sec cn | em/sec
Measurement | 0.37 7.3 0.00010 - -
derived value
Calculation I | 0.12 - 0.000114 | 0.0019 4.5
Calculation 11 | 0.12 - 0.000095 | 0.0018 4.1

Table 3.8: Summary of results of velocity profile analysis of measurements made at
low discharge, h = 570 cm. Calculation I assumes the surface slope obtained from the

high discharge measurements and Calculation II assumes the surface slope obtained

-

from the low discharge measurements.
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High Discharge
Discharge | Unit discharge Width of Discharge in | Difference
at high flow in center central segment | central segment
m3/sec m?/sec m m?3/sec %
600 13.2 24.4 322 54
Low Discharge
Discharge | Unit discharge Width of Discharge in | Difference
at high flow in center central segment | central segment
m3/sec m?/sec m m3/sec %
325 6.7 28.7 192 59

Table 3.9: Channel discharge derived from the measured velocity profiles compared
to the calculated discharge in the central portion of the river. At high discharge the
surface width of the river is approximately 85 meters and at low discharge the surface

width is approximately 80 meters.

3.7 Discussion of Results

One way to evaluate of the success of the statistical velocity profile analysis is by
comparing surface slope obtained from the velocity measurements made at high dis-
charge to the surface slope obtained from measurements made at low discharge. The
slope calculated at low flow differs by 17 % from the slope obtained using the high

‘discharge measurements (Tables 3.7 and 3.8). It is assumed that the surface slope of

the reach remains constant at all discharges and therefore the analysis of the high and
low profile should provide the same value of surface slope. The statistical uncertainty
of the boundary shear stress was, in section 3.3, found to be approximately 12-14 %,
which may explain the difference between the two calculated slopes. However, since
the calculated slopes were different, it could also be speculated that there is a mech-
anism that changes the slope at different discharges. The National Canyon Rapid
may produce an upstream backwater effect that increases surface slope at higher dis-
charges. It would be very difficult to resolve whether such a mechanism exists. The
obvious approach would be to make direct measurements of the surface slope, for

instance using a pressure transducer, that would provide very precise recordings of
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Figure 3.23: Comparison between best fit and calculated velocity profile at high
discharge. The solid line describes the best fit profile to the combined measurements
made at station 110, 130, 145, 160, 175 and 190, in the central segment of the
river. The dash-dotted line is the velocity profile calculated, assuming the bedform

dimensions of & = 27cm and A = 587cm and taking the form drag in the near

boundary region into account.
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depth. However, since the slope is very small, the differences in depth between two
gages would also be very small. If two pressure transducers are spaced 1000 meters
apart, the elevation difference at low flow would be 10 centimeters and the eleva-
tion difference at high flow would be 11.7 centimeters, a difference of 1.7 centimeters
between high and low discharge. Prior to making such measurements it would be nec-
essary to consider whether the accuracy of the surveyed position of the two pressure
transducers and the recordings of water surface elevation are of sufficient to resolve

a difference in water surface elevation of 1 to 2 centimeters.

The bedform roughness calculated using the model for form drag correction, equa-
tion 3.15, produces very similar values of zor in the two cases. The bedform roughness
is related to the bedform aspect ratio, H/A, choice of drag coefficient, Cp, and choice
of matching height, z». When the bed configuration is considered the same for pro-
files measured during high discharge and profiles measured during low discharge, the
total roughness, zor, will be the same for the two cases. Contrary to this, the statis-
tical velocity profile analysis produces values of zor that are very different from high
to low flow. The measurement derived values of zor are higher than the calculated
value of zor in both cases; approximately 30 % higher during high discharge and ap-
proximately 300 % higher during low discharge. Given the uncertainties inherent in
determining the critical parameters, the deviation between calculated and empirically
determined bedform roughness is acceptable in the case of high discharge, but the
low discharge deviation 1s not.

The difference between zor calculated assuming dune geometry on the bed and
zor derived from the low flow velocity profile is analyzed by considering the ratio of
u.7/u.r and the non-dimensional form drag. The second part of the right hand side
of equation 3.14, describes the ratio of form drag to skin friction shear stress, and is

referred to as non-dimensional form drag.

The measurement derived value of zor is used to solve equation 3.15 for u.r/u.r
and that result is used in equation 3.14, to derive a value of non-dimensional form
drag. The non-dimensional form drag calculated using the measurement derived value
of zor is 91 % greater than the form drag calculated using the surveyed bedform

dimensions and the measurement derived value of u.7 in equation 3.14.

To determine the most likely explanation of the higher form drag at low discharge,

the parameters, the drag coefficient, Cp, the bedform aspect ratio, H/)\, and the
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Low Discharge

Calculated | Measurement derived | Percent
Form Drag Form Drag Difference
2.06 3.93 91

Table 3.10: Non-dimensional form drag calculated using equation 3.14 and assuming

dunes on the bed, in comparison with non-dimensional form drag inferred from the

measurement derived value of zp7 = 0.37cm.

matching height, z,, that scale the magnitude of the form drag are evaluated. The
three parameters are evaluated to determine likely deviations from the values chosen
for the calculation of non-dimensional form drag in Table 3.10.

A drag coefficient that is 91 % greater than the chosen value of Cp =0.2is Cp =
0.38. Drag coefficients increase abrubtly with increasing roundness and symmetry of
the bedform geometry (Smith and Mclean, 1977 [20]. Moreover, the shapes of the
bedforms that were recorded with the echo sounder do not indicate any reason to
change the classification of bedforms from sharp crested and asymmetrical.

A re-evaluation of the drag coefficient Cp = 0.21 found by Smith and McLean,
1977 [20] for the Columbia River, indicated a slightly higher value of Cp = 0.23,
(Wiberg and Nelson, 1992 [23]). In addition, experimental measurements of flow
over asymmetric ripples provided Cp = 0.17 for H/h = 0.17 and Cp = 0.3 for
H/h = 0.09 (Wiberg and Nelson, 1992 [23]). Thus, the choice of drag coefficient may
be responsible for a portion of the difference between the two values of form drag,
but at most 50 % and probably no more than 15 - 20 %.

The bedform aspect ratio, H/), is a more important parameter than the value of
bedform height or wavelength. Generally the bedform aspect varies between 0.13 for
ripples to 0.04 for dunes. It is possible that the bedforms become shorter and steeper
during the lower discharge so that the aspect ratio becomes greater. A number of
flume studies have examined the empirical relationship between mean velocity, mean
sediment size, flow depth and bed configurations (Middleton and 'Southard, 1984
[12]). Since the flume experiments are one to two orders of magnitude smaller in
scale than the flow in the Colorado River, these observations cannot be uncritically
extrapolated to account for bedform configurations in the Colorado River. These

empirical relationships do indicate that the combination of boundary shear stress
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and mean sediment size found at National Canyon fall within a transitional regime
between ripples and dunes (Middleton and Southard, 1984 [12], Figure 7.26). In order
for the aspect ratio to explain the increased roughness during low flow, the bedforms
have to adjust to a ripple bed, with an aspect ratio of approximately 0.09.

Since the flow fluctuated, it was not expected that the observed bedforms were
in equilibrium with any specific discharge. The migration rate of a bedform is deter-
mined by relating the bedload transport rate, calculated using the modified Meyer-
Peter Miiller bedload equation, to bedform height and concentration of sediment
within the bedform. The modified Meyer-Peter Miiller bedload equation was selected
because of its simple form, and for the grain sizes and transport rates considered here,
other bedload equations as for instance the Einstein bedload equation or the Yalin
bedload equation provide similar results. For moderate transport rates (3 <T.<15)
(T. = 7/7., is transport stage), the modified Meyer-Peter Miiller bedload equation

has the form:
B, = 8(7u — Tuer)*? (3.16)

The non-dimensional bedload transport rate &, = ¢,/ ("’—p’-‘igD:’)l/ 2, where g, is sedi-
ment transport rate, p, is sediment density and p is fluid density. The non-dimensional
shear stress 7. and the non-dimensional critical shear stress 7..r, are the shear stress

and the critical shear stress non-dimensionalized by the parameter (p, — p)gD.

The bedform migration rate Ug is calculated as:

_
U = CoH/2 (3.17)

The calculation of the migration rate of a 30 cmn high bedform during high and low
discharge is demonstrated in Table 3.11. At high discharge the bedform migration
rate was approximately 220 cm/hr and at low discharge the migration rate was
approximately 40 cm/hr. These migration rates are of a time scale that indicate
that the bed may adjust to changed flow conditions between high and low discharge.

Finally, the extent of strong wake influence over a dune is estimated as one bedform
height. However, the wake formation may influence the flow to as much as 2H (Wriberg
and Nelson, 1992 [23]). Assuming that the region of strong wake influence is 24
rather than H, and using this value in equation 3.14, the form drag increases by

approximately 20 %.
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Bedform Migration Rates
D T Ter To | 7o | Tuer | ©s gs Us
em | dy/cm? | dy/cm? cm?/sec | em/hr
High Q [ 0.02 | 27.0 2.6 10.4 { 0.83 | 0.08 | 5.2 0.6 220
Low Q | 0.02 10.8 2.6 4.1 10.33|0.08 1.0 0.0.117 40

Table 3.11: Bedform migration rates at high and low discharge (Q). The boundary
shear stress used to calculate the migration rate at high discharge is obtained by
using the relationship 77 = pu’g, and u.r from table 3.7. The boundary shear stress
at low discharge is calculated using equation 3.15 and the measurement derived value

of zor to calculate the ratio u.r/u.r, and relating the derived value of u.r to a skin

friction shear stress.

It is likely that the error between the calculated and the measurement derived
bedform roughnesses are a combination of all of the above mentioned uncertainties
in determining the appropriate magnitude of form drag. However, adjustment of
the bed to a ripple bedform regime during low discharge is likely to occur, and in
such a case this would account for a substantial portion of the deviation between the
measurement derived and calculated value of roughness.

Since velocity was measured at several stations across the river, a region of uniform
flow in the cross-stream direction could be identified. The region of uniform flow was
evaluated to extend at least over the region that included the statistically similar
velocity profiles. It was found that the region included the measurements made at
stations 95-190 during low discharge which was equivalent to a width of 29 meters.
During high discharge the uniform flow region included the measurements made at
station 110-190, and was equivalent to a width of 24 meters (Table 3.9). The width
of the uniform flow regions during both high and low discharge corresponded to
approximately 30% of the total channel width at those discharges. In this same
region 55-60 % of the total discharge occurred (Table 3.9).

The unit discharge in the wake region relative to the total unit discharge has
been calculated for the purpose of demonstrating that since this is a small fraction
of the total unit discharge the true structure of the flow in the wake region is pri-
marily relevant when the problem of interest is related to sediment transport, and

accurate values of boundary shear stress are important. The result of the calculation



region when calculating discharge of water is small.

High Discharge

Unit discharge

Unit discharge

Fraction of
total discharge

in center in wake region
m?/sec m?/sec %
13.2 0.30 2

Low Discharge

Unit discharge

Unit discharge

Fraction of
total discharge

in center in wake region
m?/sec m?[sec %
6.7 0.19 3
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is demonstrated in Table 3.12. The error incurred in neglecting flow in the interior

Table 3.12: Discharge in wake region relative to total discharge. The discharge in
the wake region is calculated and compared to the total discharge. It is seen that the

flow in the wake region is only a small percentage of the total flow.

Empirical relationships exist that relate channel roughness to mean velocity, such
as for example the Manning equation (Richards 1982, [16]) or resistance equations
(Bathurst 1985, [3]). Both the Mannings equation and the resistance equation provide
convenient methods for determining mean flow velocity given relatively little infor-
mation about the channel. However, since these relationships involve a generalization
of the roughness parameter from a specific set of stream measurements, the derived
relationship can only be applied with certainty to streams of similar nature. Fur-
thermore, these types of relationships do not allow for describing the flow structure
in the near boundary region where sediment transport processes occur. Due to the
common and also straight forward application of these relationships, it is useful to
compare the roughnéss parameter that may be derived by using the mean channel
velocity and channel slope at National Canyon to values of the roughness parameter
found in the literature.

In the Manning equation, the roughness parameter, n, depends on channel mate-
rial, and whether the channel is straight or meandering (Richards, 1982 [16]). The

relationship is strictly empirical. Values of n have been derived based on average
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velocity in the channel during high and low discharge. These calculated values are

compared to recommended values of n.

In SI units the Manning equation has the form:

2/3C1/2
RS (3.18)

n

u =

In the Manning equation, mean velocity of channel flow 7, is related to channel
slope S, hydraulic radius R = A/P, and n, a resistance coefficient, where P is the
wetted perimeter of the channel and A is the cross-sectional area of the channel. The
mean channel velocity is calculated the ratio of total discharge to the cross-sectional

area, Q/A. Since the channel is wide relative to channel depth, the hydraulic radius

is the mean channel depth.

Slope 73 R | ncaie | niabie | Difference
m/sec | m %
High Discharge | 0.0001 | 1.40 | 7.5 | 0.027 | 0.025 8
Low Discharge | 0.0001 { 0.98 | 5.9 |0.033 | 0.025 32

Table 3.13: Comparison between Mannings n derived from the measurements and

the recommended Mannings n for a major stream more than 30 meters wide, that is
clean and regular (Richards, 1982 [16]).

It mz;y seem that the derived value of n is similar to the value of n recommended
by Richards, 1982 [16]. However, since n is inversely proportional to mean velocity,
any deviation in n will lead to the same percentage of error in the mean discharge.
Since the difference in velocity between high and low discharge is 43 %, the value
of n must be known to an accuracy that is greater than 43 %, preferably within
5 %, for the calculations to a least provide a good estimate of the mean channel
velocity. However, n cannot be known to this degree of accuracy, because it is an
empirical coefficient that does not have a physical meaning, but is related to a general
experience of a certain type of channel behavior. |

In resistance equations, the ratio of mean velocity to shear velocity is assumed
to vary with the logarithm of the ratio of flow depth to bottom roughness. The
roughness parameter k, has been quantified using three different methods. A value

of k, was calculated from the mean velocity and u.r of the best fit velocity profile.
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This value was then compared to a value of k, that corresponded to the measurement
derived value of zor, and a value of k, that was calculated according to an empirical
relationship specified by van Rijn 1982, [22] to determine k, for flow over sand dunes.

In a resistance equation, mean velocity is related to a characteristic roughness

height, k,, and it has the form:

T 1 h
-u—.; = ;ln (m) +a (319)

Where ¢; is a constant. Because zor = k,/30, the characteristic roughness height can
easily be related to the measurement derived values of bedform roughness.

A method for determining the appropriate value of k, in streams covered with
bedforms is proposed by van Rijn, 1982 [22]. He found an empirical relationship

where k, is proportional to H?/A.

ks =1.1H(1 — e~ H/%) (3.20)

The bedform roughnesses obtained using equation 3.20 are over-predicted in case
(1), (2) and (3) relative to the measurement derived values (Table 3.14), and it is con-
cluded that the van Rijn relationship is not appropriate for determining a roughness
coefficient for the Colorado River. The roughness parameter determined using the
measurement derived value of zor to determine k;,, indicates that this parameter is in
reasonable agreement with the value expected of k, (Table 3.14). However, if a value

of zor is known, it is redundant to convert this value into k,, because its definition is

k, = zor/30, and zor could be used instead.



82
U.T 7 R | ky(eq 3.19) | Ks(meas) | Ks(eq 3.20) | Difference
cm/sec | em/sec | cm cm cm cm %
(1) High @ 9.1 175 750 3.9 5.4 20.3 276
2 LowQ | 73 | 120 |50 | 93 1.1 | 203 83
(3) Low Q 7.3 120 590 9.3 11.1 29.5 242

Table 3.14: Comparison between values of k, derived from equation 3.19, measure-
ment derived values, and the value calculated using equation 3.20. (1) and (2) are
calculated using the bedform height and wavelength derived from the echo-sounding

records. (3) is calculated assuming a bedform aspect ratio of 0.09, and a bedform

height of 30 cm. The values compared are the measurement derived values and the
values determined using the relationship by van Rijn, 1982 [22], equation 3.20.



Chapter 4
CONCENTRATION PROFILE ANALYSIS

4.1 The concentration Profile Model

Suspended sediment concentration, C(z), at any given level in the flow, can be re-

garded as the balance between upward turbulent diffusion and downward settling of
sand particles. When settling velocity, w, of a given grain size is small relative to the

strength of the turbulent eddy viscosity, K'(z), sediment is diffused from the bed into

the water column (Rouse, 1937 [17]).
In the one-dimensional, steady, and uniform case, the suspended sediment mass

balance has the general form:

0C(z) _
5 0 (4.1)

In finding a solution for this equation, it is assumed that the horizontal velocity of

wC(z) + K(z)

sediment is equal to the horizontal velocity of water, i.e. sediment is not advected
downstream at a velocity that differs from that of the surrounding flow. According
to McLeéan, 1991 [11] the boundary condition necessary for solving equation 4.1 is a

known reference concentration at a level in the vicinity of the boundary. In its general

form, the solution to 4.1 is given as:

Con(z) = Cr(2a) exp (- %}%@) (4.2)

The subscript m refers to sediment of size component m, where C(z) = M Cu(2);
M is the number of size classes that represent the grain size distribution. The sub-
script a refers to a reference level, where concentration is known. The reference level
is here taken as the top of the saltation layer, z, = §, determined from equation 3.12.
The solution to the integral in equation 4.2 yields a two-part structure of the con-
centration profile. McLean, 1991 [11] specifies that the concentration of a given size

class at the level z, is proportional to excess shear stress Sy, = (7F — Term )/ Term and
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may be expressed as:

C(zs) = Co7Smim (4.3)

where C, is the maximum possible concentration of packed sediment, and ranges
between 0.6 — 0.65, and ¢, is the fraction of the distribution represented by size m.
The empirical constant v is controlled by the upward suspension of sediment from the
near bed region. The critical shear stress for a given grain size is specified according
to Shields, 1936 [19]. Settling velocities of characteristic grain sizes were calculated
according to Dietrich, 1982 [5] who devised an empirical method of determining
settling velocity of natural grains, outside the Stokes range, that also corrects for
sediment shape (Corey Shape Factor) and roundness (Powers roundness value).

Turbulent mixing is the mechanism by which sediment is maintained in suspen-
sion. In the interior flow region, where the flow is modified by bedforms, the eddy
viscosity is scaled by u.r and it is the skin friction shear stress that is responsible for
lifting the grains off the bed. In the exterior flow the eddy viscosity is scaled by u.r.
Sediment is suspended at values of skin friction shear stress that are high relative
to the settling velocity of a particular grain size. The grains in the finer end of the
grain size distribution are the first to be put into suspension while coarser material
continues to roll or saltate along the bed as bedload. :

In Figure 4.1 the structure of the model profile is demonstrated. On a log-log scale
the slope of a concentration profile is controlled by the Rouse number, pm = wm Ju.K.
To calculate the concentration profile over a bed of mixed grain sizes, the grain size
distribution of the bottom material is divided into M size classes, each represented
by its mean grain size. For a given flow condition, each size class will be represented
by a characteristic reference concentration C(z,) and Rouse number p,,. The Rouse
number is directly proportional to settling velocity, and the greater the grain diameter,
the greater the settling velocity. The greater the Rouse number the more rapidly
the concentration will decrease with distance above the bed. For each size class, a
concentration profile is determined, and the bulk structure of the concentration profile
is found by summing these profiles. The bulk profile will tend to be dominated by the

finer size classes in suspension, particularly in the upper portion of the water column.
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Figure 4.1: Schematic concentration profile. This Figure demonstrates the two part
structure of the exterior flow in conjunction with the reduced concentration gradient

of the interior flow.
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4.2 Matching Concentration Profiles to Measurements

The measured concentration profiles were analyzed in a manner analogous to the
method by which the velocity measurements were analyzed. However, rather than
iterating to determine u.r and zor, empirical values of the Rouse number, p,,, and
bottom reference concentration, C(z,), were found, using values of u.r and zor ob-
tained from velocity profiles. In this calculation, the reference level, z,, was specified
as the value obtained from equation 3.12. The concentration at the level z, was
first calculated as the reference concentration that would exist if the bed was planar.
When the best fit Rouse number had been found for the exterior flow, the Rouse
number of the interior flow was found by scaling the empirically determined Rouse
number by the ratio of u.r/u.r, obtained from the velocity profile analysis. The
reference concentration at the level z,, when considering the effect of bedforms was
then found by matching the interior and exterior flow at height, H, above the bottom,
and extrapolating to the concentration at the bed, C(z,). This calculation assumes
that the concentration profile can be described by a single Rouse number, which is
the same as assuming that one grain size exists that is characteristic of the suspended
load throughout the depth of flow. .

The structure of concentration profiles is expected to vary from station to station
across the river in accordance with variations in the velocity field. In the center of the
river where velocities are higher, the shear stress is also higher, and the concentration
of suspended sediment is expected to be higher.

To visualize the structure of the measured concentration profiles, the mean con-
centration profile at each station, was initially found by calculating the average con-
centration of sediment at each of the seven levels in the flow. The mean profiles are
indicated as the dash-dotted line on Figures 4.2 to 4.11, which is the same curve
indicated as a solid line on Figures 2.22 to 2.31.

A best fit profile was determined for the measurements made at each station by
specifying a bottom reference concentration and varying the Rouse number until the
profile that produced the smallest possible variance had been found. This process was
repeated for a number of values of C(z,) until the best fit profile had been obtained.
The results of this analysis are listed in Table 4.1 and the best fit profiles are indicated
as the dotted lines on Figures 4.2 to 4.11.

From Figures 4.2 to 4.11, it is seen that the matched concentration profiles all are
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High Discharge
Station C. Pm o?

cm3/em?®
75 0.0008 | 0.14 | 0.036
95 0.0027 | 0.21 | 0.044
110 0.0112 | 0.28 | 0.084
130 0.0132 |0.29 | 0.16
145 0.0165 | 0.31 | 0.042
160 0.0338 | 0.35 | 0.065
175 0.0263 | 0.33 | 0.039
190 0.0244 | 0.35 | 0.049
210 0.0075 | 0.27 | 0.068
225 0.0036 | 0.21 | 0.042
Lumped Data Set 0.019 0.32 | 0.085

Table 4.1: Characteristics of the imposed concentration profiles that produce the

smallest variance, 2. Mean depth during high flow is 740 cm.

in close agreement with the measurement averaged concentration profiles, indicating
that the structure of the measured concentration profiles are in good agreement with
the expected structure of the selected model profile.

The profiles that produced similar values of Rouse number and bottom reference
concentration were lumped into one single data set that characterized the measured
concentration profile in the central portion of the river. The best fit profile to this
lumped data set was found in the iterative manner described above. The lumped
measurements were made at six stations, 110, 130, 145, 160, 175, and 190, the same
stations which correspond to the lumped velocity profile data. The best fit profile to
the lumped data set is indicated as the solid line on Figures 4.2 to 4.11. An F-test was
performed to determine whether the best fit profile to the lumped data set matches
the best fit to the individual profiles in a statistical sense. Using an F-test, the null-
hypothesis, 02 = o? is rejected if the comparison is false within a 98 % confidence
interval. The lower limit for rejection is %% = 0.54 (Devore 1987 [4]). The result of
the test is listed in Table 4.2.



— - - - ""'- - ? :

‘

High Discharge
Station | o2 o} %é null-hypothesis
75 0.036 | 0.746 | 0.05 False
95 0.044 | 0.293 | 0.15 False
110 | 0.084 | 0.093 | 0.91 True
130 | 0.160 | 0.167 | 0.98 True
145 0.042 | 0.044 | 0.96 True
160 | 0.065 | 0.087 | 0.74 True
175 | 0.039 | 0.044 | 0.88 True
190 | 0.049 | 0.082 | 0.59 True
210 0.068 | 0.137 | 0.50 False
225 |0.042 | 0.146 | 0.29 False

Table 4.2: Comparison of standard deviations around best fits to measurements made
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at individual stations, represented by o, to standard deviations of the same measure-

ments around the best fit to the lumped data set, 0.
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Figure 4.2: Fits to concentration measurements made at station 75. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.3: Fits to concentration measurements made at station 95. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.4: Fits to concentration measurements made at station 110. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.5: Fits to concentration measurements made at station 130. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.6: Fits to concentration measurements made at station 145. The three fits

are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.

100
§. 10k 4
5 E 3
(=3 : -
& - ]
= 3 4
& - .
2 L 4
g
T 102k . Bestfit concentration profile to 4
é £ measurements (*), made at st. 160. 3
o R Average of concentration profile ]
L measurements (*). J
- Best fit concentration profile :
L to lumped data set. 4
10.3 A " i " PV S S A i A i Ak
108 104 o 103
Concentration [cm3/cm3}

Figure 4.7: Fits to concentration measurements made at station 160. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.8: Fits to concentration measurements made at station 175. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.9: Fits to concentration measurements made at station 190. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the
best fit to the lumped data set.
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Figure 4.10: Fits to concentration measurements made at station 210. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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Figure 4.11: Fits to concentration measurements made at station 225. The three fits
are the measurement averaged profile, the best fit in a least squares sense, and the

best fit to the lumped data set.
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4.3 Application of Concentration profile Analysis.

Inferences are made of characteristic settling velocity, w, and the coefficient v, from
the Rouse number and bottom reference concentration of the bulk concentration
profile, and the total shear velocity of the lumped velocity profile. The settling
velocity is calculated from the measurement derived Rouse number and shear velocity,
and the corresponding grain size is determined according to Dietrich, 1982 [5]).

The coefficient, 7, is calculated from equation 4.3. The excess shear stress, S
necessary to determine this parameter is calculated using the skin friction shear stress
in the near boundary region and the critical shear stress of the characteristic sediment
size. The unit ¢ = log(D)/log(2), where D is a characteristic grain diameter in

millimeters, is used to characterize grains on a logarithmic scale rather than on a

linear scale.

Settling Velocity

UuT Drm w D D

cm/sec cm/sec| cm ¢

9.1 032 1.16 |0.0150 | —2.74

Table 4.3: The characteristic settling velocity and grain size of the best fit to the
lumped concentration profile. The corresponding grain size is found assuming a

Powers Roundness value, P = 0.7, and a Correy Shape Factor, CSF = 3.5.

The Coefficient v
C(za) Cy TF Ter S ¥
em®/em® | em®/em® | dy/em? | dy/cm?
0.019 0.65 26.6 1.8 13.8 | 0.0021

Table 4.4: The coefficient, v, characteristic of the best fit to the lumped concentration

profile.
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Figure 4.12: Comparison between best fit and calculated concentration profile at high
discharge. The solid line describes the best fit profile to the combined measurements
made at station 110, 130, 145, 160, 175 and 190, in the central segment of the river.
The dash-dotted line is the concentration profile calculated, assuming the bedform

dimensions of k = 27cm and A = 587cm and taking the form drag in the near

boundary region into account.
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The coefficient, v, is an empirical coefficient of the order of magnitude 1073, and
it has been calculated in a manner similar to that demonstrated in Table 4.4 for other
data sets. The value of v calculated for the National Canyon measurements is found
in agreement with values found in other studies. Smith and McLean, 1977 [20] found

= 0.0022 in the Columbia River and Wiberg (Pers. Comm.) re-calculated their
value to be v = 0.004.

The grain size D=0.0150 cm (—2.74¢), characteristic of the best fit model profile,
corresponds well to the size analysis performed of the suspended sediment samples.
The size analysis indicated that the mean grain sizes ranged from 0.0165 cm (—2.69)
near the bottom to 0.0088 c¢m {—3.5¢) in the vicinity of the surface which is demon-

strated by the distribution functions shown in Figures 2.19 to 2.21.

Settling Velocities

D, D,, W Difference Difference
from Doean | from wy, of Dy,
é cm | cm/sec % %
-2.6 | 0.0165| 1.34 10 16
—2.710.0154 1.21 2 4
—-2.8 | 0.0144 1.08 4 7
—-2.910.013¢4 | 0.97 11 16

Table 4.5: Settling velocities for grain sizes in vicinity of the empirically determined
mean grain size. The settling velocities are calculated assuming the shape factor
CSF = 0.7, and a Powers Roundness value P = 3.5.

It could be argued that D=0.0150 crm (—2.74 ¢) is a high value of mean grain size.
The value is certainly more representative of the bottom material than the material
suspended near the surface (Figures 2.19 through 2.21). However, since the grain size
is inferred from settling velocity, and two different techniques were used to determine
the relationship between settling velocity and grain size in the sample analysis and in
the calculation, the different methods may yield slightly different grain sizes for the
same settling velocity, and direct comparison of measured and calculated grain size
may not be possible. In Table 4.5 it is seen that settling velocity calculated according
to Dietrich, 1982 [5] changes significantly with change in grain size. Since settling

velocity is very sensitive to grain size, there is a potential for the same settling velocity
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producing a different grain size, if the two methods used to relate settling velocity to
grain size are not consistent.

The structure of the calculated best fit concentration profile corresponds well to
the structure of the measured concentration profile although the calculation is based
on the assumption of only one grain size in suspension. However, the grain size
analysis of the suspended sediment samples indicated that the sediment is comprised
of a range of grain sizes, rather than by a single grain size, and that mean size and

standard deviation decreases towards the surface, see Figures 2.19, 2.20 and 2.21.

There are two posible sources of error associated with the method of analysis used
to determine the grain size distribution, one is associated with the small sample size
and the other is associated with grains of the same size settling at different velocities
in the VA-tube, and both of these errors tend to distort the grain size distribution
towards a broader distribution than present in the sample. If the effect of the errors
in the grain size analysis is strong, the observed profile structure may be explained by
assuming that the bottom material consists of well sorted sediment with a standard
deviation less than 0.5¢ and a mean size of —2.74¢, which is the grain size estimated
from the best fit profile.

If the effect of errors in the grain size analysis on the other hand is weak, it is
reasonable to consider bed material of a range of sediment sizes and evaluate the
calculated profile shape and slope relative to the measured profile. The discrepancy
between'measured and expected profile structure may also be related to the sampling
technique, and it may not be possible to resolve the precise structure of the suspended

sediment concentration profile using a milk bottle suspended sediment sampler.

Though there is a large scatter in the data used to determine the sediment dis-
tribution functions, the scatter is less towards the bottom. At the lowest level of
sediment measurements, which was 15 ¢m above the bed, a sediment distribution
function was estimated with a mean of —2.6¢ and a standard deviation of 0.9¢,

indicating moderately sorted sediment at this level.

It was chosen to represent sediment in the bed by three different log-normal distri-
butions. Each distribution had a different mean, but the standard deviation was held
constant for the three cases. The total sediment concentration profile was calculated
for each distribution, and the profile is seen as the solid line on Figures 4.13, 4.15 and
4.17.
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The structure of the sediment profile calculated using a distribution of grain sizes,
was different from the profile structure obtained when considering a single grain size.
The concentration of suspended sediment is higher near the surface, than the con-
centration calculated using a single grain size, see Figures 4.13, 4.15 and 4.17. The
coarser grains have a higher séttling velocity, and are therefore not carried as high
into the water column as the fine material. The profile slope becomes steeper with
decrease in sediment size, which leads to a higher calculated concentration of sus-
pended sediment near the surface. The calculated increase in concentration towards
the surface is not observed in the measured concentration profiles.

For each of the three selected sediment distribution functions, the volume of sedi-
ment in suspension was calculated along with mean erosion depth. The mean erosion
depth is the the total volume of sediment in suspension, V/, relative to the maximum
bed concentration, Cy. The thickness of the turnover layer required to obtain the
determined volume of the finest size fraction is also calculated (= V/(Cit)). These

values are listed in Table 4.6.

Characteristics of four sediment distributions
Dy, o 1% Cs Required thickness | Mean erosion
of reworked layef depth
é ¢ | em®/em? | em®/cm? cm cm
-2.7141 0 0.147 0.65 0.2 0.2
=25 10.6 0.264 0.65 3.2 0.4
—-2.7 10.6 | 0.508 0.65 5.2 0.8
-2.9 106 0.912 0.65 7.8 1.4

Table 4.6: Calculation of the mean bed thickness that corresponds to the amount of
material in suspension, assuming that the maximum concentration of material in the
bed is 0.65 cm3/cm?®. The required erosion depth corresponds to the thickness of the
reworked sediment layer necessary to obtain the calculated volume of the finest size

fraction of sediment in suspension.

The volume of sediment in suspension can be related to a corresponding bed thick-
ness by considering the volume of sediment in suspension per unit area, V, calculated
as the area of concentration profile, relative to the concentration of sediment in the

bed. In the simplified case of only one grain size in suspension, the bed thickness is
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obtained by integrating the calculated concentration profile to obtain the volume of
sediment in suspension, V, and relating V to the concentration of sediment in the
bed. The result of the calculation is seen in Table 4.6. In the case where a distribution
of sediment is considered, the distribution is divided into an appropriate number of
size classes, and the volume of suspended sediment for each size class is calculated.
The mean erosion depth in Table 4.6 is calculated as the total volume of suspended
sediment relative to the maximum concentration of sediment in the bed. In this cal-
culation, seven size classes were used. In Figures 4.14(a), 4.16(a) and 4.18(a), the
volume of each size class, relative to the total volume of sediment in suspension is

demonstrated, and the corresponding distribution function of bottom sediment is also

shown.

The finest size class in the bed material is represented by the smallest fraction in
the grain size distribution, but the largest volume of suspended sediment. In addition,
the calculated transport capacity of the finer size classes is much greater than the
transport capacity of the coarser fractions, although the sediment is symmetrically
distributed around the mean. To obtain the calculated volume of the finest size class,
the layer of reworked sediment must be of a thickness that is large enough to supply
sufficient sediment. Sediment moving as bedload can be thought of as a conveyor
belt that is constantly bringing new material to the surface. The thickness of the
bed layer being reworked must be sufficient to allow for the volume of suspended
sediment, that corresponds to the transport capacity of the finest sediment in order

for the measured profile to correspond to the unlimited transport capacity of the bed.

In Figures 4.13, 4.15 and 4.17, and in Table 4.6, it is seen that, regardless of
which of the three sediment distributions is considered, the concentration of sediment
is greatly over predicted as are the calculated volumes of sediment in suspension.
Furthermore, the thickness required of the reworked sediment layer is five to eight

times greater than the calculated mean thickness of the eroded bed material.

The volume of suépended sediment may be limited by availability of material in the
bedload. To obtain the calculated concentration profiles, the reworked sediment layer
must be at least the calculated required thickness, so that the amount of sediment
of the finest size class brought to the surface of the bedload corresponds to the
transport capacity of that size. If the thickness of the reworked sediment layer is

less, the calculated profile will be starved of the the finest size fractions, and better
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estimates of the sediment concentration profile may be obtained by considering a

limited thickness of the reworked layer of sediment.

Effect of limiting thickness of the reworked layer
Dy o 1% Cs Thickness of | Mean erosion
reworked layer depth
¢ ¢ | cm®/em? | em®/cm® cm cm
—-2741 0 0.147 0.65 0.2 0.2
-25 (06| 0.167 0.65 1.0 0.3
—-2.7 10.6 | 0.152 0.65 0.5 0.2
-2.9 | 0.6 0.112 0.65 0.25 0.2

Table 4.7: Effect of limiting the thickness of reworked sediment. The volume of
sediment in suspension is calculated for three different size distributions and by lim-
iting the erosion depth. The thickness that corresponds to the volume of sediment in

suspension is also calculated (mean erosion depth).

The sediment profiles corresponding to the profiles starved of the finest size frac-
tions are shown as the dotted line in Figures 4.13, 4.15 and 4.17. In addition, the
volume of sediment of each size class, relative to the total volume of sediment is plot-
ted in Figures 4.14 (b), 4.16 (b) and 4.18 (b). Figures 4.14 (b), 4.16 (b) and 4.18 (b)
indicate that the relative volumes of sediment of each size class correspond better to
the distribution of bed sediment. To obtain a volume of sediment in suspension that
approximately matches the volume of sediment found when considering a single grain
size in suspension, it is necessary to consider different thicknesses of the reworked
sediment layer for the different sediment distributions. The result of the calculations
are listed in Table 4.7. It is seen that the smaller the mean grain size, the more
it is necessary to limit the erosion depti.. The smaller the mean grain size is, the
greater the transport capacity of that size is, and the more it is necessary to limit
the thickness of the reworked sediment layer.

The calculated concentration profiles are compared to the best fit profile, obtained
assuming a single grain size in suspension, by two measures, the variance of the
measured concentration around the calculated profile and the calculated versus the
measured volume of sediment in suspension.

It is seen that the sediment distribution with mean grain size of —2.7¢4, which
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Dso | 0 | Viingle Viist Difference | 02, . 0% Difference
¢ | ¢ | ecm®/em? | em®/em? % em3/em?® | em®/em?® %
-2.510.6 0.147 0.167 14 0.085 0.16 88
—-2.710.6 0.147 0.152 3 0.085 0.14 65
-2.910.6 0.147 0.112 24 0.085 0.17 100

Table 4.8: Comparison of volume of suspended sediment calculated assuming a sin-
gle grain size of diameter —2.74¢ (0.015 cm) versus a distribution of sediment in
suspension. The goodness of fit to the measured profile is also calculated. o3;,, de-

notes the variance of the measurements around the profile structure calculated using

a distribution of sediment.

is in vicinity of the grain size calculated from the best fit profile provides the best

fit both in terms of calculated transported volume and structure of the calculated

concentration profile.

As a final calculation, it is relevant to calculate the suspended sediment transport
parameters in terms of the total unit suspended sediment discharge ¢,. Also, since the
conditions in the near boundary region are extrapolated from a model, and not from
measurements, the portion of sediment unit discharge in the near boundary region is

calculated relative to the total unit discharge.

Suspended sediment transport parameters
Dso o gs gs(wake) | fraction of total
é ¢ | cm?/sec | em?/sec %
-2.741 0 22.8 2.7 12
-2.5 | 0.6 27.3 2.1 8
-2.7 10.6 24.8 2.0
-29 {06 18.2 1.4 8

Table 4.9: Suspended sediment transport parameters at a river discharge of 600

m3/sec.

The calculations indicated in Table 4.9, demonstrate that approximately 10 % of
the sediment discharge is transported in the wake region, which indicates that it is

important to include the sediment transport in the interior flow region.
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Figure 4.13: Concentration profile calculated using a log-normal sediment distribu-
tion with Dsp = —2.5¢, 0 = 0.6¢. The Figure indicates the best fit profile calculated
assuming a single grain size, the sediment profile calculated assuming all grain sizes
are available in proportion to the transport capacity of the flow and the profile cal-

culated assuming that the availability of the finest size fractions are limited.
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Figure 4.14: (a.) Relative volume of suspended sediment distributed over seven size

classes, when unlimited availability of sediment is assumed. The calculated total

. volume of sediment in suspension is 0.264 cm®/crm2. The volumetric distribution of

sediment is compared to a log-normal sediment distribution with Dgsg = —2.5¢,0 =
0.6¢.

(b.) Relative volume of suspended sediment distributed over seven size classes, when
limited availability of sediment is assumed. The calculated total volume of sediment
in suspension is 0.167 cm3/cm2. The volumetric distribution of sediment is compared

to a log-normal sediment distribution with Dso = —-2.5¢,0 = 0.6¢.
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Figure 4.15: Concentration profile calculated using a log-normal sediment distribu-
tion with Dso = —2.7¢,0 = 0.64. The Figure indicates the best fit profile calculated
assuming a single grain size, the sediment profile calculated assuming all grain sizes
are available in proportion to the transport capacity of the flow and the profile cal-

culated assuming that the availability of the finest size fractions are limited.
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Figure 4.16: (a.) Relative volume of suspended sediment distributed over seven size
classes, when unlimited availability of sediment is assumed. The calculated total
volume of sediment in suspension is 0.508 cm®/cm2. The volumetric distribution of
sediment is compared to a log-normal sediment distribution with Dsg = —2.7¢,0 =
0.6¢.

(b.) Relative volume of suspended sediment distributed over seven size classes, when
limited availability of sediment is assumed. The calculated total volume of sediment
in suspension is 0.152 cm®/cm?2. The volumetric distribution of sediment is compared

to a log-normal sediment distribution with Dgg = =2.7¢,0 = 0.6¢.
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Figure 4.17: Concentration profile calculated using a log-normal sediment distribu-
tion with Dsg = —2.9¢,0 = 0.6¢. The Figure indicates the best fit profile calculated
assuming a single grain size, the sediment profile calculated assuming all grain sizes
are available in proportion to the transport capacity of the flow and the profile cal-

culated assuming that the availability of the finest size fractions are limited.
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Figure 4.18: (a.) Relative volume of suspended sediment distributed over seven size
classes, when unlimited availability of sediment is assumed. The calculated total
volume of sediment in suspension is 0.912 cm®/cm2. The volumetric distribution of
sediment is compared to a log-normal sediment distribution with Dsg = —2.9¢,0 =
0.6¢.

(b.) Relative volume of suspended sediment distributed over seven size classes, when
limited availability of sediment is assumed. The calculated total volume of sediment
in suspension is 0.112 cm®/cm2. The volumetric distribution of sediment is compared

to a log-normal sediment distribution with Dgg = —2.9¢,0 = 0.6¢.



Chapter 5
CONCLUSIONS

The selected model proﬁleé for velocity and suspended sediment in the exterior
flow were in good agreement with the structure of the observed and the measured
profiles in central 30% of the reach of the Colorado River, located in vicinity of
National Canyon.

The high discharge velocity measurements indicated that the measurement de-
rived bedform roughness, zor, approximated the value of roughness expected from
the height and length of bedforms surveyed in the reach. The surveyed bedforms
were found to have a characteristic dune geometry, with a height to length ratio of
approximately 1/20.

The low discharge velocity measurements indicated that bedform roughness, zor,
greatly increased during low discharge, and did not correspond to the roughness
expected from the geometry of the surveyed bedforms. The greater roughness may
be due to bedforms changing from characteristic dune geometry during high discharge
to smaller and steeper ripple geometry during low discharge.

The shear velocity, u.r, derived from the low and high discharge velocity profiles
were related to boundary shear stress, and water surface slope was calculated using
the depth-slope product. The water surface slopes calculated in this manner were
in reasonable agreement with each other. The surface slope was found 17 % greater
at high discharge than low discharge surface slope. The difference may be explained
by uncertainty in the estimate of u.r. An error analysis indicated that the statisti-
cal uncertainty of u.z was of the order of magnitude 7-9 % which converts into an
uncertainty of 14-17 % of the boundary shear stress. However, it is also possible
that the difference is related to a physical mechanism that differs between high and
low discharge, for example a backwater effect at low discharge perhaps due to the
increased roughness.

A characteristic grain size and a value of the resuspension coefficient were derived

from the best fit concentration profile. The characteristic grain size was compared
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to sediment sizes found in the suspended sediment samples and the coefficient vy was
compared to values of this parameter found in the literature. The comparison showed
that the derived values of both grain size and coefficient v were in good agreement
with the values expected, which supports that a reasonable value of total boundary

shear stress was derived from the velocity measurements at high discharge.

Suspended sediment concentration profiles were calculated using three likely dis-
tributions of sediment. It was found likely that the availability of the finest size
fractions of the sediment distribution was limited by the thickness of the reworked
layer of sediment.

A region of uniform flow and sediment discharge was identified in the central
portion of the channel. At high discharge this region is approximately 25 meters
wide, or approximately 30 % of the total channel width, and approximately 54 % of
the total discharge is in this portion of the river. During low discharge, the region
of uniform flow is wider, approximately 29 meters, which is approximately 36 % of
the channel width at low discharge. The discharge in the region of uniform flow is

approximately 59 % of the total low discharge.

The ability of the Manning equation and the resistance equation to predict mean
channel velocity was evaluated. It was found that the Manning equation, at best
would produce a mean channel velocity of the correct order of magnitude, but it
was not possible to make sufficiently precise distinction between mean velocity at
high and low discharge. The resistance equation provided reasonable estimates of
mean velocity, if the measurement derived values of bedform roughness were used to
calculate the roughness parameter. An empirical relationship proposed by van Rijn,
1982 [22] for calculating roughness of sand bedded streams covered with bedforms was
used, but this relationship greatly over-estimated the bedform roughness parameter,
and was not considered appropriate for evaluating bedform roughness at National

Canyon.

The conclusions drawn in this study would obviously be strengthened by an in-
dependent measurement of water surface slope. Since the slope of the reach is low, it
is necessary to use pressure transducers in order to obtain sufficiently accurate mea-
surements of water surface elevations. In addition, one would have better confidence

in the final result if the grain size distribution of the bottom material was known

more accurately.
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Because it is of interest to characterize flow and sediment transport at a range of

discharges, more information regarding the hypothesized variation of bedform geom-

etry at different discharges is desirable.
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